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Abstract

The 21-cm brightness temperature (δTb) fluctuations from the cosmic
dawn and the epoch of reionization promise to provide information on
the physical processes during these epochs. In this thesis, we present
a formalism for generating δTb distribution using dark matter simu-
lations and a one-dimensional radiative transfer code. Our analysis
is able to account for the spin temperature (TS) fluctuations arising
from inhomogeneous X-ray heating and Lyα coupling during the cos-
mic dawn. Main findings of the thesis are as follows.

1. The δTb power spectrum amplitude at large scales (k ∼ 0.1
Mpc−1) is maximum when ∼ 10% of the gas (by volume) is
heated above the CMBR temperature. The power spectrum
shows a “bump”-like feature during cosmic dawn and its location
measures the typical sizes of heated regions. We find that the
effect of peculiar velocities on the power spectrum is negligible
at large scales for the most part of the reionization history. Dur-
ing early stages (when the volume averaged ionization fraction
. 0.2) this is because the signal is dominated by fluctuations
in TS. For reionization models that are solely driven by stars
within high-mass (& 109 M�) haloes, the peculiar velocity ef-
fects are prominent only at smaller scales (k & 0.4 Mpc−1) where
patchiness in the neutral hydrogen density dominates the signal.
The conclusions are unaffected by changes in the amplitude or
steepness in the X-ray spectra of the sources.

2. Details of various unknown physical processes during the cosmic
dawn and the epoch of reionization can be extracted from ob-
servations of the redshifted 21-cm signal. These observations,



however, will be affected by the evolution of the signal along the
line of sight which is known as the “light-cone effect”. We model
this effect by post-processing a dark matter N -body simulation
with a 1D radiative transfer code. We find that the effect is much
stronger and dramatic in the presence of inhomogeneous heating
and Lyα coupling compared to the case where these processes are
not accounted for. One finds an increase (decrease) in the spher-
ically averaged power spectrum up to a factor of 3 (0.6) at large
scales (k ∼ 0.05 Mpc−1) when the light-cone effect is included,
though these numbers are highly dependent on the source model.
The effect is particularly significant near the peak and dip-like
features seen in the power spectrum. The peaks and dips are
suppressed and thus the power spectrum can be smoothed out
to a large extent if the width of the frequency band used in the
experiment is large. We argue that it is important to account
for the light-cone effect for any 21-cm signal prediction during
cosmic dawn.

3. Currently several low-frequency experiments are being planned
to study the nature of the first stars using the redshifted 21-cm
signal from the cosmic dawn and epoch of reionization. Using
a one-dimensional radiative transfer code, we model the 21-cm
signal pattern around the early sources for different source mod-
els, i.e., the metal-free Population III (PopIII) stars, primordial
galaxies consisting of Population II (PopII) stars, mini-QSOs
and high-mass X-ray binaries (HMXBs). We investigate the
detectability of these sources by comparing the 21-cm visibil-
ity signal with the system noise appropriate for a telescope like
the SKA1-low. Upon integrating the visibility around a typi-
cal source over all baselines and over a frequency interval of 16
MHz, we find that it will be possible to make a ∼ 9 − σ detec-
tion of the isolated sources like PopII galaxies, mini-QSOs and
HMXBs at z ∼ 15 with the SKA1-low in 1000 hours. The exact
value of the signal to noise ratio (SNR) will depend on the source



properties, in particular on the mass and age of the source and
the escape fraction of ionizing photons. The predicted SNR de-
creases with increasing redshift. We provide simple scaling laws
to estimate the SNR for different values of the parameters which
characterize the source and the surrounding medium. We also
argue that it will be possible to achieve an SNR ∼ 9 even in the
presence of the astrophysical foregrounds by subtracting out the
frequency-independent component of the observed signal. These
calculations will be useful in planning 21-cm observations to de-
tect the first sources.

4. Understanding properties of the first sources in the Universe us-
ing the redshifted H i 21-cm signal is one of the major aims
of present and upcoming low-frequency experiments. We inves-
tigate the possibility of imaging the redshifted 21-cm pattern
around the first sources during the cosmic dawn using the SKA1-
low. We model the H i 21-cm image maps, appropriate for the
SKA1-low, around the first sources consisting of stars and X-ray
sources within galaxies. In addition to the system noise, we ac-
count also for the astrophysical foregrounds by adding them to
the signal maps. We find that after subtracting the foregrounds
using a polynomial fit and suppressing the noise by smoothing
the maps over 10′ − 30′ angular scale, the isolated sources at
z ∼ 15 are detectable with ∼ 4 − 9σ confidence level in 2000 h
of observation with the SKA1-low. Although the 21-cm profiles
around the sources get altered because of the Gaussian smooth-
ing, the images can still be used to extract some of the source
properties. We account for overlaps in the patterns of the in-
dividual sources by generating realistic H i 21-cm maps of the
cosmic dawn that are based on N -body simulations and a one-
dimensional radiative transfer code. We find that these sources
should be detectable in the SKA1-low images at z = 15 with an
SNR of ∼ 14(4) in 2000 (200) h of observations. One possible
observational strategy thus could be to observe multiple fields



for shorter observation times, identify fields with SNR & 3 and
observe these fields for much longer duration. Such observations
are expected to be useful in constraining the parameters related
to the first sources.
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1 Introduction

The birth of the first stars a few hundred million years after the Big Bang is
one of the landmark events in the history of the Universe. It is believed that
the radiation produced by these sources spread through the intergalactic medium
(IGM) and significantly affected its thermal and ionization state. The onset of
the first sources of light which marked the end of the ‘dark ages’ and modified the
thermal state of the IGM is often termed as the ‘cosmic dawn’. The subsequent
period when the neutral hydrogen (H i) was ionized by the radiation from the
first stars is popularly known as the epoch of reionization (EoR).

Understanding the physical processes during this epoch is one of the major
goals of present-day observational astronomy. Unfortunately, we have very little
knowledge about these processes. Many important questions such as, the redshift
at which the first sources in the Universe formed, the nature of the radiating
sources that drove the reionization process, the exact duration of reionization,
the evolution of the thermal and ionization state of the IGM during reionization,
the impact of the reionization process on the structure formation in the Universe,
are not understood in full detail. A huge effort has been placed to find answers
of some of these questions from both observational and theoretical sides. Obser-
vations of z & 6 quasars absorption spectra (Becker et al. 2001; Fan et al. 2006b,
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2003; Goto et al. 2011; Gunn and Peterson 1965) and the cosmic microwave back-
ground radiation (CMBR) (Komatsu et al. 2011; Planck Collaboration et al. 2016)
suggest that the reionization probably occurred around 6 . z . 15 (Choudhury
and Ferrara 2006; Fan et al. 2006b; Goto et al. 2011; Mitra et al. 2011, 2012,
2015). These observations provide limited but very useful information about the
epoch, however, they are unable to provide the details of the physical processes.

Observations of the redshifted H i 21-cm signal from the IGM is a power-
ful probe and is expected to provide us with an enormous amount of informa-
tion about the EoR (Furlanetto et al. 2006; Morales and Wyithe 2010; Pritchard
and Loeb 2012). A number of experiments have been designed to measure the
redshifted 21-cm signal both from the cosmic dawn and EoR. Low frequency
observations with the present-day radio telescopes like the Low Frequency Ar-
ray (LOFAR)1 (van Haarlem et al. 2013), the Precision Array for Probing the
Epoch of Reionization (PAPER)2 (Parsons et al. 2014), the Murchison Widefield
Array (MWA)3 (Bowman et al. 2013; Tingay et al. 2013), and the Giant Me-
trewave Radio Telescope (GMRT)4(Ghosh et al. 2012; Paciga et al. 2013) and
future telescopes like Square Kilometre Array (SKA)5 and the Hydrogen Epoch
of Reionization Array (HERA)6 (Pober et al. 2014) would probably contain infor-
mation on many of the unknown processes during the EoR and cosmic dawn. In
addition, future space infra-red telescope like the James Webb Space Telescope
(JWST)7 and ground-based optical telescopes like the European Extremely Large
Telescope (ELT)8 and the Thirty Meter Telescope (TMT)9 should be able to re-
veal the properties of the very early sources responsible for reionizing the Universe
by directly imaging them.

In parallel, many theoretical studies are ongoing to explore the effects of all
possible parameters. Different approaches such as analytical (e.g., Furlanetto
et al. 2004a; Paranjape and Choudhury 2014), semi-numerical (Choudhury et al.

1http://www.lofar.org/
2http://eor.berkeley.edu/
3http://www.mwatelescope.org/
4http://www.gmrt.tifr.res.in
5http://www.skatelescope.org/
6http://reionization.org/
7http://jwst.nasa.gov
8http://www.eso.org/facilities/eelt/
9http://www.tmt.org/
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2009; Ghara et al. 2015a; La Plante et al. 2014; Mesinger and Furlanetto 2007;
Santos et al. 2008; Thomas et al. 2009; Zahn et al. 2007), and numerical (Baek
et al. 2009; Iliev et al. 2006; McQuinn et al. 2007b; Mellema et al. 2006; Shin et al.
2008) have been attempted in modelling the signal. These studies are useful
for interpreting the observational results and also for designing observational
strategies.

2 Outline of the thesis

The thesis mainly focuses on developing a new semi-numerical method to model
the redshifted 21-cm signal self-consistently using a one-dimensional radiative
transfer code. The code is applied to study various physical processes during
the EoR. The thesis also aims to predict the detectability of different types of
very early sources like the population III stars, normal stars within galaxies, mini-
quasars and high-mass X-ray binaries using radio observations like the SKA1-low.
The outline of the thesis is given below.

2.1 Semi-numerical one-dimensional radiative transfer code

The expected 21-cm signal not only depends on the amount of neutral hydrogen
but also on the spin temperature (TS) of H i. The spin temperature, in turn,
depends on the kinetic temperature TK of the gas and various coupling processes
like the Lyα coupling, collisional coupling and coupling with the CMBR photons.
Many reionization models (Battaglia et al. 2013; Choudhury et al. 2009; Datta
et al. 2012a; Furlanetto et al. 2004a; Iliev et al. 2014; McQuinn et al. 2006;
Mesinger and Furlanetto 2007) simply ignore the effect of the spin temperature
and deal only with the amount of neutral hydrogen in the medium. Under these
assumptions, it is relatively easier to build models for the redshifted 21-cm maps.
However, these models may not be entirely realistic at the cosmic dawn and the
first stages of reionization when the contribution of the spin temperature to the
signal could be significant.

Usually the redshifted 21-cm signal from neutral hydrogen is measured in
terms of the deviation of 21-cm brightness temperature from the brightness tem-
perature of background CMBR along a line of sight. The differential brightness
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temperature observed at a frequency νobs along a direction n̂ is given by (Furlan-
etto et al. 2006; Madau et al. 1997)

δTb(νobs, n̂)≡ δTb(x) = 27 xHI(z,x)[1 + δB(z,x)]
(

ΩBh
2

0.023

)

×
( 0.15

Ωmh2
1 + z

10

)1/2 [
1− Tγ(z)

TS(z,x)

]
mK,

(1)

where x = rzn̂ and 1 + z = 1420 MHz/νobs, with rz being the comoving radial
distance to redshift z. The quantities xHI(z,x) and δB(z,x) denote the neutral
hydrogen fraction and the density contrast in baryons respectively at point x at
a redshift z. The CMBR temperature at a redshift z is denoted by Tγ(z) = 2.73
×(1 + z) K and TS is the spin temperature of neutral hydrogen. The quantities
h, Ωm and ΩB are the usual cosmological parameters (Planck Collaboration et al.
2014a).

We have developed a semi-numerical method for generating the brightness
temperature (δTb) distribution of the redshifted 21-cm signal from the cosmic
dawn and EoR using dark matter N -body simulations and a one-dimensional
radiative transfer code. The formalism is primarily based on the algorithm pre-
sented in Thomas and Zaroubi (2008) and Thomas et al. (2009) except that we
use slightly different methods for the Lyα coupling and heating calculation. The
radiative transfer code tracks the time evolution of the ionization fraction of dif-
ferent ionization states of hydrogen and helium and the kinetic temperature of
gas in the IGM around individual sources. Our analysis is also able to account for
the spin temperature fluctuations arising from inhomogeneous X-ray heating and
Lyα coupling during cosmic dawn and the EoR. Although it is necessary to carry
out full three-dimensional radiative transfer simulations to generate the ionization
and heating maps, such simulations require huge computational power and long
run time. We rather prefer an alternative method based on the one-dimensional
radiative transfer which is faster and hence more efficient for exploring the un-
known parameter space (Thomas and Zaroubi 2011; Thomas et al. 2009). The
basic steps of the method are briefly described here.

1. The ionization and heating profile around a galaxy depend on the lumi-
nosity and the surrounding neutral hydrogen distribution. We generate the
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ionization and heating profiles around sources for different galaxy masses,
redshifts and background gas densities.

2. The density and velocity fields at different redshifts are generated using the
publicly available dark matter N -body code cubep3m1. The dark matter
haloes in the simulation box are identified using the spherical overdensity
method. In case the mass resolution of the simulation is not high enough
to identify dark matter haloes down to Mhalo ∼ 108 M�, we use a sub-grid
recipe to identify the low mass haloes. This sub-grid method uses the ex-
tended Press-Schechter model of Bond et al. (1991) and hybrid prescription
of Barkana and Loeb (2004). After identifying all the dark matter haloes
in the simulation box, we assign the stellar mass to each halo. The relation
between the stellar mass of a galaxy and the hosting dark-matter halo mass
Mhalo is assumed to be

M? = f?

(
ΩB

Ωm

)
Mhalo, (2)

where f? is the fraction of the baryon residing in stellar form in the galaxy.
We assume that no star formation occurs within low mass haloes (< 108 M�).
In order to incorporate radiative feedback, we suppress the galaxy forma-
tion within newly formed haloes having mass Mhalo < 109 M� if they form
in already ionized regions, i.e., regions of the IGM with xHII larger than 0.5.

3. Depending on the mass, background gas distribution and redshift of the
galaxies, we estimate the ionizing photons from the galaxies from the pre-
generated ionization profiles. In the case of overlap between the bubbles, we
estimate the unused ionizing photons and distribute them equally among
the overlapping ionized bubbles.

4. The X-rays can penetrate into and partially ionize the neutral IGM. Beyond
the highly ionized regions around the sources, the ionization fraction is
estimated using the pre-generated profiles. Once the ionization maps are
generated, the kinetic temperature maps are generated using a correlation of
kinetic temperature and ionization fraction in the partially ionized regions.

1http://wiki.cita.utoronto.ca/mediawiki/index.php/CubePM
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5. As far as the radiative transfer of the Lyα photons are concerned, we simply
assume the escape fraction of the Lyα photons to be unity and the number
density of Lyα photons from the galaxies to decrease as 1/d2, where d be the
distance from the source 1. The Lyα coupling coefficient is calculated from
the Lyα flux. Subsequently, the brightness temperature maps are generated
in the simulation box using equation (1).

6. The effect of the peculiar velocity of the gas in the IGM is incorporated
into the δTb maps using the particle moving method or the cell movement
method (Mesh-to-Mesh (MM)-RRM scheme) described in Mao et al. (2012).

The details of the method are described in Chapter 2 of the thesis.

2.2 Imprints of spin temperature fluctuations and peculiar
velocities on the 21-cm signal from cosmic dawn

One of the major goals of the thesis is to understand the effect of inhomogeneous
Lyα coupling and IGM heating and the peculiar velocities of the gas, popularly
known as the redshift-space distortion (RSD), in the IGM on the H i 21-cm sig-
nal from the cosmic dawn. The peculiar velocity has a significant impact on the
reionization and pre-reionization H i 21-cm signal (Bharadwaj and Ali 2004). This
makes the 21-cm power spectrum anisotropic (Barkana and Loeb 2005a; Majum-
dar et al. 2013). It has already been shown that the peculiar velocity can boost
the H i power spectrum by a factor of ∼ 5 at large scales during the initial stages
of reionization when xHII . 0.2 (Jensen et al. 2013; Mao et al. 2012). During the
same period, power spectrum becomes highly anisotropic which is detectable with
LOFAR 2000 h of observations. It has also been suggested that such observations
could tell us whether reionization occurred inside-out or outside-in (Jensen et al.
2013; Majumdar et al. 2013). However, all the results mentioned above is based
on the assumption that the spin temperature is much higher than the CMBR

1 Several works (e.g., Pritchard and Furlanetto 2006) suggest that the Lyα profile is steeper
than simple 1/d2 form due to the conversion of photons from Lyn to Lyα. Lyn photons (n > 2)
are generated during the decay of excited hydrogen from nP state to the ground state. The
detail radiative transfer including the conversion of Lyn photons to Lyα is beyond the scope of
this thesis and will be addressed later.

xvi



temperature, thus making the signal independent of the exact value of TS. Here
we investigate how the above results change once the heating and Lyα coupling,
and hence the spin temperature, are calculated self-consistently. The implemen-
tation of the peculiar velocity effects on the signal during this epoch is slightly
different compared to the case when the spin temperature is much higher than
the CMBR temperature. Apart from that, we investigate how the peaks in the
evolution of the large-scale power spectrum can be used to extract information
about the ionization state and size of the ‘heated bubbles’.

We have studied the impact of different sources like the stars in galaxies
and mini-quasars on the expected spherically averaged power spectrum of the
brightness temperature fluctuations. For the reionization models driven by stars,
the size of the emission regions in the IGM is small throughout the EoR. However,
in the presence of the mini-quasars, there will be a mixture of emission and
absorption regions in the IGM at cosmic dawn and the initial stage of reionization.
The power spectrum in such model shows a “bump”-like feature during the cosmic
dawn and its location measures the typical sizes of heated regions. The presence
of inhomogeneous Lyα coupling, X-ray heating, and ionization produce separate
peaks in the large-scale power spectrum while plotted as a function of redshift.
In the case of stellar driven reionization models, the heating in the neutral region
is not present and thus the second peak (heating peak) will be absent when
the large-scale power spectrum is plotted as a function of redshift (Ghara et al.
2015a).

The effect of the RSD will be different for different source models, for example,
the effect will be significant for most of the period for a reionization model driven
by stars in galaxies, where inhomogeneous heating is not present. We find that
in the presence of inhomogeneous Lyα coupling and heating, the effect of RSD at
large scales will be smaller than expected earlier, while the effect will be prominent
at small scales. The effect of RSD, at large scales, will be significant at the trough
regions in the power spectrum when plotted as a function of redshift. This work
is described in Chapter 3 of the thesis.
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2.3 Imprints of the light-cone effects on the 21-cm signal
from the cosmic dawn

We have investigated one of the important line of sight effects i.e, the ‘light-cone
effect’ on the 21-cm signal from the cosmic dawn and EoR. While simulating the
signal, it is generally assumed that every part of a simulation box has the same
redshift. We call each such simulation snapshot as ‘coeval box’. In reality, regions
which are nearer to the observer along a line of sight will have lower redshifts than
the regions which are far away. As a result, the observed signal will have effects
of redshift evolution imprinted on it. Studies using analytical modelling and
simulations have been done to understand this light-cone effect on the two-point
correlation function (Barkana and Loeb 2006; Zawada et al. 2014) and power
spectrum (Datta et al. 2014, 2012b; La Plante et al. 2014). Datta et al. (2014)
found that, depending on the observational bandwidth, the effect could enhance
the power spectrum by a factor of up to ∼ 5 at the initial stages of the EoR and
suppress by a significant amount at the last stages of the EoR. Interestingly, no
significant light-cone anisotropy has been found in Datta et al. (2014). It has also
been noticed that the light-cone effect on the power spectrum will be significant
when it evolves non-linearly with redshift as the linear evolution is smoothed out
(Datta et al. 2012b). However, these studies assume that the entire IGM is always
heated significantly higher than the CMBR brightness temperature and that the
Lyα coupling is very strong. These assumptions may hold during the later stages
of reionization but may not be true at the cosmic dawn and the initial phase of
reionization. It is believed that the inhomogeneities in heating and Lyα coupling
will significantly influence the signal during cosmic dawn and early phase of the
EoR (when the mass averaged ionization fraction xHII . 0.2). These make the
evolution of the H i power spectrum with redshift more dramatic and thus we
expect a very strong light-cone effect on the signal. Zawada et al. (2014) too
have studied this using numerical simulations focussing mainly on the two-point
correlation functions.

We self-consistently calculate the Lyα coupling, heating of the IGM for various
source models and reionization histories and study the light-cone effect on the
H i power spectrum. We find that the effect is much stronger and dramatic in
the presence of inhomogeneous heating and Lyα coupling compared to the case
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where these processes are not accounted for. One finds an increase (decrease) in
the spherically averaged power spectrum up to a factor of 3 (0.6) at large scales
(k ∼ 0.05 Mpc−1) when the light-cone effect is included, though these numbers
are highly dependent on the source model. The effect is particularly significant
near the peak and dip-like features seen in the power spectrum. The peaks and
dips are suppressed and thus the power spectrum can be smoothed out to a large
extent if the width of the frequency band used in the experiment is large. We
refer Ghara et al. (2015b) to the reader for details of the work. This work is
presented in Chapter 4 of the thesis.

2.4 21-cm signature of the first sources in the Universe:
Prospects of detection with SKA

We predict the detectability of different types of very early sources in radio ob-
servations like the SKA1-low. Though the high redshift 21-cm signal is expected
to carry information about the first sources, it is quite challenging to detect the
signal and extract this information. The main difficulty is that the strength of
the cosmological signal is very weak compared to the typical system noise and
the foregrounds. The system noise increases at low frequencies and hence one
requires optimal baseline design and large observation times to keep the noise
below the expected signal.

Given that the signal from the first sources is very weak, the first task would
be to simply make a detection of the signatures of these early sources in low-
frequency observations. Once the detection is confirmed, one can follow it up
and make further progress by constraining various properties of these sources. It
would thus be interesting to explore the detectability of these first sources with
telescopes like the SKA1-low within reasonable observation time. Keeping this in
mind, we have modelled the 21-cm signal around the first sources with the source
properties and the properties of the surrounding medium being characterized
by a number of parameters. The main goal of this study is to characterize the
detectability of the 21-cm signal as a function of these parameters. This would
help in planning observations using the SKA1-low so as to make the detection
of the signal around the first sources. Similar studies have been done, e.g., by
Datta et al. (2007a, 2012b); Geil and Wyithe (2008), who showed that the large
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ionized bubbles around individual sources can be detected using telescopes like
the GMRT, LOFAR and the MWA within reasonable integration time around
redshift ∼ 8. In our case, however, the situation is much more complex as we are
interested in the very early stages of reionization (i.e., the cosmic dawn) where
the IGM contains both emission and absorption regions.

Using our one-dimensional radiative transfer code, we model the 21-cm sig-
nal pattern around the early sources for different source models, i.e., the metal-
free Population III (PopIII) stars, primordial galaxies consisting of Population II
(PopII) stars, mini-QSOs and high-mass X-ray binaries (HMXBs). We investigate
the detectability of these sources by comparing the 21-cm visibility signal with
the system noise appropriate for a telescope like the SKA1-low. Upon integrat-
ing the visibility around a typical source over all baselines and over a frequency
interval of 16 MHz, we find that it will be possible to make a ∼ 9− σ detection
of the isolated sources like PopII galaxies, mini-QSOs and HMXBs at z ∼ 15
with the SKA1-low in 1000 hours. The exact value of the signal to noise ratio
(SNR) will depend on the source properties, in particular on the mass and age
of the source and the escape fraction of ionizing photons. The predicted SNR
decreases with increasing redshift. We provide simple scaling laws to estimate the
SNR for different values of the parameters which characterize the source and the
surrounding medium. We also argue that it will be possible to achieve an SNR
∼ 9 even in the presence of the astrophysical foregrounds by subtracting out the
frequency-independent component of the observed signal. These calculations will
be useful in planning 21-cm observations to detect the first sources. The details
on the method and the results are presented in Chapter 5 of the thesis.

2.5 Imaging the first sources during the cosmic dawn using
SKA

We have also studied the detectability of the first sources with the SKA1-low using
image-based techniques in the presence of the system noise and astrophysical
foregrounds. Most of the studies related to the cosmic dawn and EoR have been
done in terms of statistical quantities like the rms and power spectrum of the
signal. It will be interesting to study the what kind of information does the
image of the signal carry. Some recent attempts have been made to understand
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the detection possibility of the large ionized bubbles in the image with LOFAR
(Datta et al. 2012b). Zaroubi et al. (2012) showed that the redshifted 21-cm
signal from the epoch of reionization can be detected in low-resolution images
with LOFAR. Studies have also been done to detect the signal in post-reionization
epochs with the SKA (Villaescusa-Navarro et al. 2014).

It is expected that the sources may not be detectable in very high-resolution
images within observation time ∼ 2000 hours, mainly because the signal will be
contaminated by the foregrounds and the system noise. These sources, however,
can be detected in lower resolution images within reasonable observation time
where the signal per beam is expected to be higher than the rms noise. We use the
models we built earlier to calculate the signal expected from the early sources. In
addition, we also model the astrophysical foregrounds to contaminate the signal
similar to what is expected in observations. We find that, after subtracting
the foreground sufficiently and suppressing the rms noise by smoothing using a
Gaussian filter, the sources are detectable with ∼ 9−σ confidence level over 2000
hours of observation with the SKA1-low in images of resolution 2′. Though the
recovered brightness temperature profiles around the sources get modified because
of the Gaussian smoothing, they can still be used to extract the source parameters.
As the signal to noise ratio increases for low-resolution images, the first attempt
of the low-frequency radio experiments should probably be to observe multiple
fields and detect the signal in low-resolution images within short observation time
like 200 hours. Once there is a detection of the signal in some field, one should
attempt for longer observation in that particular field and try to recover the δTb

profiles around the isolated sources which can be used for parameter estimation.
These calculations are presented in Chapter 6 of the thesis.
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1 | Introduction

1.1 The cosmic dawn and epoch of reionization

The birth of the first stars during few hundred million years after the Big Bang
is one of the landmark events in the history of the Universe. It is believed that
the radiation produced by these sources spread through the intergalactic medium
(IGM) and significantly affected its thermal and ionization state. The onset of
the first sources of light which marked the end of the ‘dark ages’ and changed the
thermal state of the IGM is often termed as the ‘cosmic dawn’. The subsequent
period when the neutral hydrogen (H i) was ionized by the radiation from the first
stars is popularly known as the epoch of reionization (EoR). We refer the reader
to Barkana and Loeb (2001a); Furlanetto et al. (2006); Loeb (2006); Mesinger
(2016); Morales and Wyithe (2010); Pritchard and Loeb (2012); Zaroubi (2013)
for excellent reviews on these subjects.

Understanding the physical processes during these epochs are some of the
major goals of present-day observational astronomy. Unfortunately, we have very
little knowledge about these processes. Many important questions such as, the
redshift at which the first sources in the Universe formed, the nature of the radiat-
ing sources that drove the reionization process, the exact duration of reionization,
the evolution of the thermal and ionization state of the IGM during reionization,
the impact of the reionization process on the structure formation in the Universe,
are not understood in full detail. A huge effort has been placed to find answers
to some of these questions from both observational and theoretical sides. Ob-
servations of redshift z & 6 quasars absorption spectra (Becker et al. 2001; Fan
et al. 2006b, 2003; Goto et al. 2011; Gunn and Peterson 1965) and the cosmic
microwave background radiation (CMBR) (Komatsu et al. 2011; Planck Collabo-
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1. INTRODUCTION

Figure 1.1: The figure shows the schematic view of the evolution of the neutral
hydrogen from the cosmic recombination at redshift ∼ 1100 to the present day.
The figure is taken from Robertson et al. (2010).

ration et al. 2016) suggest that the event probably took place around 6 . z . 15
(Choudhury and Ferrara 2006; Fan et al. 2006b; Goto et al. 2011; Mitra et al.
2011, 2012, 2015). These observations provide limited but very useful information
about the epoch. However, they are unable to provide the details of the physi-
cal processes. Figure 1.1 show a schematic view of the evolution of the neutral
hydrogen during the EoR as a part of the history of the Universe.

Observations of the redshifted H i 21-cm signal from the IGM is a power-
ful probe and is expected to provide us with an enormous amount of information
about the epoch of reionization (Furlanetto et al. 2006; Morales and Wyithe 2010;
Pritchard and Loeb 2012). A number of experiments have been designed to mea-
sure the redshifted 21-cm signal from the cosmic dawn and EoR. Low-frequency
observations with the present-day radio telescopes like the Low-Frequency Ar-
ray (LOFAR)1 (van Haarlem et al. 2013), the Precision Array for Probing the
Epoch of Reionization (PAPER)2 (Parsons et al. 2014), the Murchison Widefield
Array (MWA)3 (Bowman et al. 2013; Tingay et al. 2013), and the Giant Me-
trewave Radio Telescope (GMRT)4(Ghosh et al. 2012; Paciga et al. 2013) and
future telescopes like Square Kilometre Array (SKA)5 and the Hydrogen Epoch
of Reionization Array (HERA)6 (Pober et al. 2014) should reveal many of the
unknowns during the EoR and cosmic dawn. In addition, future space infra-red

1http://www.lofar.org/
2http://eor.berkeley.edu/
3http://www.mwatelescope.org/
4http://www.gmrt.tifr.res.in
5http://www.skatelescope.org/
6http://reionization.org/
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1.1 The cosmic dawn and epoch of reionization

telescope like the James Webb Space Telescope (JWST)1 and ground-based op-
tical telescopes like the European Extremely Large Telescope (ELT)2 and the
Thirty Meter Telescope (TMT)3 should disclose the unknown properties of the
very early sources responsible for reionizing the Universe by directly imaging
them.

In parallel, many theoretical studies are going on to explore the effects of
all possible parameters. Different approaches such as analytical (e.g., Furlanetto
et al. 2004a; Paranjape and Choudhury 2014), semi-numerical (Choudhury et al.
2009; Ghara et al. 2015a; La Plante et al. 2014; Mesinger and Furlanetto 2007;
Santos et al. 2008; Thomas et al. 2009; Zahn et al. 2007), and numerical (Baek
et al. 2009; Iliev et al. 2006; McQuinn et al. 2007b; Mellema et al. 2006; Shin
et al. 2008) have been attempted in modeling the redshifted 21-cm signal from the
EoR and cosmic dawn. These studies are useful for interpreting the observational
results and also designing observational strategies.

The thesis mainly focuses on developing a new semi-numerical method to
model the redshifted 21-cm signal self-consistently using the outputs of a N -body
simulation and a one-dimensional radiative transfer code. The code is applied
to study the impact of various physical processes during the EoR. The thesis
also aims to predict the detectability of different types of very early sources like
population III stars, galaxies, mini-quasars (mini-QSOs) and high-mass X-ray
binaries (HMXBs) in radio observations like the SKA1-low.

This chapter is organized as follows. In Section 1.2, we give a brief overview
of the formation and evolution of the first sources and discuss their impact in
ionizing the universe. The current observational constraints on reionization epoch
are discussed in Section 1.3. We discuss the evolution of the 21-cm signal and
main challenges in detecting the signal in Section 1.4 and 1.5 respectively. We
discuss the motivation and main challenges of various simulation techniques for
the EoR science in Section 1.6. We discuss the current observational constraints
from the 21-cm experiments on the epoch of reionization in Section 1.7 before we
state the outlines of the rest of the thesis in Section 1.8.

1http://jwst.nasa.gov
2http://www.eso.org/facilities/eelt/
3http://www.tmt.org/
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1. INTRODUCTION

1.2 Formation of the first sources of light and
reionization

Observations show that the present state of the Universe consists of high-density
objects like the galaxies, clusters etc and a highly ionized IGM. Galaxy surveys
like the 2-degree Field Galaxy Redshift Survey1 (2dFGRS) and the Sloan Digital
Sky Survey2 (SDSS) are able to quantify the distribution of the galaxies in the
local Universe. According to the most favorable model for the evolution of the
Universe, our Universe started with a Big Bang about 13.799 ± 0.021 billion
years ago (Planck Collaboration et al. 2015b) and went through various phases of
evolution until reaching the present state. In this section, we briefly review the
evolution of the Universe. We discuss only the main physical elements which will
be required to understand the thesis, without going into too much of details. For
details, the reader is referred to Mo et al. (2010); Padmanabhan (1993); Peacock
(1999); Peebles (1993) books.

1.2.1 The history of the expanding Universe

The modern cosmology is mainly based on the mathematical description of the
large-scale properties and the observational evidence of the expanding Universe.
The evolution of the Universe was first described by Einstein’s General theory of
relativity (Einstein 1916) and the observational evidence of expanding Universe
was provided by Hubble and Humason (1931). It is believed that right after the
Big Bang, the Universe was very dense and hot. The frequent collisions between
the elements like the electrons, protons and photons prevented the formation of
neutral atoms. Eventually, the Universe expanded adiabatically and the temper-
ature of the primordial plasma decreased to ∼ 3000 K at redshift ∼ 1100, which
then allowed the formation of neutral atoms. This event is called the ‘Cosmic
recombination’.

Before the epoch of recombination, the photons were trapped due to repeated
Thomson scattering with the free electrons in the medium. This scattering
stopped as soon as the neutral elements formed in the Universe and the pho-

1http://www.2dfgrs.net/
2http://www.sdss.org/
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tons could free stream. These photons got redshifted due to the expansion of
the Universe and we observe these in the form of the Cosmic Microwave Back-
ground radiation (CMBR). From the observations of the CMBR, we also know
that there were tiny fluctuations, of the order 10−5 (Fixsen 2009; Mather et al.
1990; Planck Collaboration et al. 2015a), in the radiation and matter field at the
Cosmic recombination. These tiny fluctuations in matter density eventually grew
and formed the large-scale structures which we observe at the present time.

In the Big Bang model, around 68% of Universe’s energy is in the form of
‘dark energy’, which is the reason for the late-time acceleration of the Universe.
Around 32% of the energy is in the form of non-relativistic matter, out of which
only 5% is in the form of baryons. Rest of the invisible matter is non-baryonic,
named as ‘dark matter’. It is believed that the dark matter is pressure-less and
interact only through gravity, which is the main driver of structure formation in
the Universe. The contribution of the radiation to the total energy density of the
Universe at present is very small compared to the other components.

The observations by Hubble and Humason (1931) implied that the far away
galaxies are moving far away from us and the recessional velocity (v) is propor-
tional to their distance (r) from us. This fact is expressed as v = Hr, which is
known as the Hubble Law. The quantity H is known as the Hubble parameter,
whose value at the present epoch is commonly defined in terms of the dimension-
less Hubble parameter h as H0 = h× 100 km s−1 Mpc−1. The Hubble parameter
can also be expressed as H ≡ ȧ/a, where a = (1 + z)−1 is the expansion factor
(commonly known as the scale factor) at redshift z and ȧ is the time derivative
of a. The scale factor is related to the physical separation (∆lp) of two points
in the Universe and its comoving separation (∆lc) as ∆lp = ∆lc × a. The math-
ematical description of the expanding Universe is obtained from the Einstein’s
field equations (Friedmann 1922) and given by

H2(a) ≡
(
ȧ

a

)2
= 8πG

3 ρ− kc2

a2 , (1.1)

where G is the gravitational constant, ρ is the total energy density of the Uni-
versity, k is the geometric curvature and c is the speed of light. From equation
1.1, one can see that the curvature k = 0 or the Universe is flat for a density
ρc = 3H2/(8πG), which is called the critical density of the Universe. In case
the density of the Universe is larger than ρc or k > 0, the gravitational pull will
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1. INTRODUCTION

eventually cause re-collapse of the Universe. In the other situation, when ρ < ρc

or k < 0, the Universe will expand very rapidly to infinity.
As described previously, there are mainly three components in the total energy

budget of the Universe. Thus the total energy density of the Universe can be
expressed as ρ = ρr+ρm+ρΛ, where ρr, ρm and ρΛ are the energy densities of the
radiation, matter and the dark energy respectively. All of these three components
follow different evolution relation with time

ρr ∝ a−4,

ρm ∝ a−3,

ρΛ ≡
Λc2

8πG,

(1.2)

where we assume that the dark energy density is constant in time as is usually
done in the ΛCDM paradigm (CDM stands for cold dark matter and Λ is the
cosmological constant). Generally, the individual contributions of the different
components of energy densities are expressed in terms of the density parameters,
which are the ratios of the respective energy densities and the critical density.
The density parameters for the radiation, matter and the dark energy at present
day are Ωr = ρr,0

ρc,0
, Ωm = ρm,0

ρc,0
and ΩΛ = ρΛ,0

ρc,0
respectively, where the subscript ‘0’

represents the present day (a = 1) quantities. The observational evidences show
that the preferred geometry of the Universe is flat, which means Ωr+Ωm+ΩΛ = 1
with Ωr = 5 × 10−5,Ωm = 0.32 and ΩΛ = 0.68 (Planck Collaboration et al.
2015b). In such an Universe, equation 1.1 can be written in terms of the density
parameters as follows,

H2(a) = H2
0

(
Ωra

−4 + Ωma
−3 + ΩΛ

)
, (1.3)

where H0 is the Hubble constant at present time with h = 0.67 (Planck Collab-
oration et al. 2014a).

From the Friedmann equation, it is clear that the expansion rate of the Uni-
verse is dominated by different components at different epochs. The dynamics of
the Universe was mainly driven by the radiation density during the period with
redshift ≥ zeq, where 1 + zeq = Ωm/Ωr ≈ 6 × 103. Subsequently, the Universe
went through an epoch where the expansion was dominated by the matter density
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1.2 Formation of the first sources of light and reionization

until redshift zΛ = (ΩΛ/Ωm)1/3 − 1 ≈ 0.3 when the matter density and the dark
energy density were equal. At present, the expansion of the Universe is primarily
driven by the dark energy.

1.2.2 Structure formation

Till now, we have not discussed the formation of structures and radiating sources
in the Universe. The radiating sources like the galaxies formed in dark matter
haloes which evolved from the tiny fluctuations in matter density formed at the
very beginning of the Universe. These tiny ripples in matter density grow with
time due to gravitational instability and form the large scale structures that we
observe today.

The most convenient way to study the growth of the density fluctuations is
in terms of the density contrast, which can be defined as δ(r) = ρm(r)/ρ̄m − 1,
where ρm(r) is the matter density at spatial location r and ρ̄m is the average
matter density in the Universe. Initially δ(r) � 1 and the growth of density
perturbation can be described by the linear theory (see Padmanabhan (1993);
Peacock (1999) for detail). Generally, it is easier to study the equations in the
Fourier space rather than the real space. Lets δ(k) denote the Fourier component
of the density fluctuation in a scale λ which is related to the wave number k as
|k| = 2π/λ. It is believed that the primordial density fluctuations are scale-
invariant Gaussian random fields with independent Fourier modes.

The growth of the fluctuations depends on the length scale of the fluctuation
with respect to the size of the particle horizon λH ∼ cH−1, which is the physical
distance travelled by photons since the Big Bang. Initial fluctuations in the dark
matter density on super-horizon scales grow as δ ∝ a2 and δ ∝ a during the
radiation dominated and matter dominated epochs respectively. On the other
hand, the fluctuations on sub-horizon scales grow as δ ∝ a. Eventually, the
fluctuations on the super-horizon scales will enter the horizon and evolve as sub-
horizon fluctuations.

Linear theory of the density growth starts to break down once the density
contrast δ approaches unity. It is not straightforward to mathematically solve
the density growth in the non-linear regime. The most commonly used tool to
understand the non-linear growth is the spherical collapse model, which assumes
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spherical symmetry. In this model, the dynamics of the high-density regions
decouple from the Hubble flow due to the self-gravity, and the regions turn around
and collapse to form dark matter haloes. The virial theorem relates the kinetic
and potential energies of the haloes and provides the condition to halt the collapse
of the halo. According to the spherical collapse model, the density contrast of
the halo ∆c ≈ 179 (for Ωm = 1) is independent of the halo mass and the collapse
redshift. However, in a universe with Ωm + ΩΛ = 1, this is modified to the
following (Bryan and Norman 1998).

∆c ≈ 18π2 + 82x− 39x2, (1.4)

where x = Ωz
m − 1 with

Ωz
m = Ωm(1 + z)3

Ωm(1 + z)3 + ΩΛ
. (1.5)

The mass of the halo of radius rvir will be Mvir = 4π/3(1 + ∆c)ρ̄mr3
vir. The

temperature of the baryonic gas, collapsing into the dark matter halo, increases
due to shock-heating to the virial temperature Tvir = µmHv

2
vir/(2kB) of the halo,

where µ is the mean molecular weight, mH is the mass of atomic hydrogen,
vvir =

√
GMvir/rvir is the velocity dispersion and kB is the Boltzmann constant.

The virial mass of the halo is related to the virial temperature as follows.

Mvir ≈ 2× 106 M�
(
Tvir

103 K

)3/2 (1 + z

10

)−3/2 ( µ

1.22

)−3/2
(

Ωm

Ωz
m

∆c

18π2

)−1/2

. (1.6)

The dark matter haloes are ideal locations for the formation of the radiating
sources like the galaxies, which produce ultraviolet (UV) photons that ionize
the neutral medium. While the dark matter is assumed to be pressure-less and
evolution of its density depends solely on the gravitational pull, the baryonic
gas has thermal pressure which opposes the growth of small-scale fluctuations.
The thermal pressure prevents the growth of the baryonic density fluctuations
if the free fall time is larger than the sound crossing time λ/cs, where cs =√
γkBTK/(µmH) is the sound speed and γ is the ratio of specific heats (for ideal,

mono-atomic gas, γ = 5/3). The condition for the growth to be suppressed
can be simplified by introducing a length scale, called the Jeans scale λJ , as
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λ ≤ λJ ≡ cs
√
π/(Gρm). The associated Jeans mass is MJ ≡ (4π/3)ρm(λJ/2)3,

which also can be written as,

MJ ≈ 6× 107 M� ∆−1/2
(

TK

103 K

)3/2 (1 + z

10

)−3/2 ( µ

1.22

)−3/2
(

Ωmh
2

0.13

)−1/2

,

(1.7)
where ∆ ≡ ρm/ρ̄m is the over-density in total Jeans mass (dark matter and
baryons).

From equation 1.7, one can see that the Jeans mass is strongly dependent on
the gas temperature. To have an idea about the Jeans mass at different epochs,
let us discuss the evolution of the gas temperature and CMBR brightness temper-
ature. Following the recombination around redshift 1100, the CMBR temperature
decreases due to the expansion of the Universe. Evolution of the CMBR tem-
perature can be written as Tγ(z) = Tγ0 × (1 + z) K, where Tγ0 =2.73 K is the
brightness temperature of the observed CMBR at the present day. On the other
hand, the gas expands adiabatically and thus, the temperature is expected to
evolve as TK(z) ∝ (1 + z)2. However, after recombination, the gas temperature
follows the CMBR temperature up to a redshift (often called as the redshift of
decoupling) 1 + zdec ≈ 150 (ΩBh

2/0.023)2/5 (Furlanetto et al. 2006) due to the
scattering of the CMBR photons with the residual electrons in the medium. After
zdec, the gas temperature evolves as TK(z) = Tγ0(1 + z)2/(1 + zdec), until the first
stars form and change the ionization and heating history significantly.

The mass function of haloes in the universe is best obtained using N -body
simulations and using different halo finding algorithms like the friends-of-friends
(FOF) (Davis et al. 1985) or the spherical over-density (SO) (Lacey and Cole
1994) etc. In addition, there are analytical formalisms, like that of Press and
Schechter (1974), which match quite well with the numerical simulations. Though
these analytical formalisms are unable to provide the three-dimensional spatial
distribution of the haloes, they are very useful to study the parameter space in
relatively shorter run times. The comoving number density of the haloes per
logarithmic mass interval is given by (Press and Schechter 1974),

M
dn

dM
=
( 2
π

)1/2 d(lnσ)
d(lnM)

ρm,0
M

νcrit exp
[
−ν

2
crit
2

]
(1.8)
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where dn is the number of haloes with mass betweenM andM+dM , σ(M) is the
standard deviation of the density contrast smoothed over a scale containing mass
M , ρm,0 is the average mass density of the present day, and νcrit = δc(z)/σ(M).
Here, δc(z) = 1.686/D(z) where D(z) is the linear density growth factor.

1.2.3 Reionizing the Universe

The first major phase change in the baryonic component of the Universe, namely
hydrogen and helium, occurred during the epoch of recombination around red-
shift ∼ 1100 when the neutral hydrogen formed in the Universe. The Universe
remained neutral until very first sources of radiation formed in the high-density
regions and started ionizing the surrounding medium. The exact time of the
formation of the first sources and the nature of reionization is still poorly un-
derstood. Many models of the EoR have been developed, though these models
depend crucially on the various assumptions and simplifications.

Reionizing sources have always been a source of uncertainty in the EoR mod-
els. It is believed that the dark matter haloes are the cradles for the formation of
radiating sources like the population III stars and the first galaxies which provide
a significant number of ionizing photons. Besides these, quasars too can con-
tribute a significant amount of ionizing photons to reionize the Universe (Khaire
et al. 2015). It is believed that these sources create highly ionized bubbles around
themselves which eventually merge and complete the reionization by redshift ∼
6 (Choudhury and Ferrara 2006; Fan et al. 2006b; Malhotra and Rhoads 2006;
Mitra et al. 2011, 2012). All these models of reionization are dependent on many
parameters. One of these parameters is the escape fraction (fesc), which is the
fraction of the intrinsic UV photons that are able to escape into the IGM. The
mechanism of these UV photons to escape from the interstellar medium (ISM)
is highly controversial. It is believed that these photons can escape through the
various holes created in the ISM by processes like supernova feedback, radiative
transfer through superbubbles etc (e.g., Dove et al. 2000; Ferrara and Loeb 2013;
Fujita et al. 2003; Roy et al. 2015).

However, the value of fesc is highly uncertain for these high-redshift galaxies.
fesc depends on the structure of the ISM, nature of star formation, feedbacks
etc. Recently, there are many attempts to measure the fesc at low redshifts. The
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escape fraction is estimated as 10-20% using the Lyman break galaxies at redshift
∼ 3 (Adelberger and Steidel 2000; Cooke et al. 2014). However, estimating fesc

at higher redshift z ∼ 6 is very difficult as the Lyman continuum photons are
absorbed in intervening H i. There are many theoretical predictions of the value of
fesc. These predictions use the constraints of reionization, e.g., the observations of
high-redshift quasars and CMBR. Studies like Ferrara and Loeb (2013) predicted
the escape fraction to increase with the redshift during the EoR. Recently, Mitra
et al. (2015) showed that a non-evolving fesc of ∼ 10% between redshift 6 to 9
is consistent with the recent observational constraint of Planck mission (Planck
Collaboration et al. 2015b).

Though the first stars are believed to have formed in a metal-free environment,
they eventually enrich the ISM with metals. In the presence of the metals, not
only the star formation rate is modified, but also the properties of the galaxies
themselves (see, e.g., Mannucci et al. 2010). Incorporating the detailed evolution
of the spectral energy distribution in reionization models is a challenging task.
Thus, most of the reionization models ignore such difficulties and work under
simple assumptions. The galaxies can form in the dark matter haloes only if
the gas can cool via the atomic (or molecular ) cooling. As a result, the small
dark matter haloes may not contain sources of ionization. As molecular cooling
is more efficient process than atomic cooling, the minimum halo mass which can
contain sources is much smaller (typically ∼ 106 M�) for the molecular cooling
than that for atomic cooling provides (typically ∼ 108 M�). It is believed that
the formation of first-star occurred in the Universe around redshift 20-30 due
to the molecular hydrogen cooling (see e.g., Loeb 2006). However, molecular
hydrogen is very fragile and can be easily dissociated by the UV and Lyman-
Werner photons from the sources, which prevents the star formation in mini-
haloes of mass ∼ 106 M�. In addition, the gas is heated due to the formation
of the sources, which suppressed the further star formation in those mini-haloes.
In our study, we only considered the contributions from the haloes with mass
larger than ∼ 108 M�. Another complexity comes from the radiative feedback
of the ionizing sources. The temperature of the highly ionized region during the
EoR is ∼ 104 K due to photo-heating. In addition, the X-rays from the sources
can penetrate long distances to the neutral IGM and heat up the medium. In
addition, the radiative feedback can influence the population of sources. We
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assume a suppression of star formation in haloes lighter than ∼ 109 M� in the
regions with TK > 104 K.

Another important component of modeling the EoR is the method to create
ionized bubbles around the sources. In principle, one needs a full 3D radiative
transfer to accurately implement the ionization from both the UV and X-rays.
Studies like Baek et al. (2009); McQuinn et al. (2007b); Mellema et al. (2006);
Shin et al. (2008); Trac and Cen (2007) use a 3D radiative transfer to generate
the ionization maps from the outputs of a N -body simulation. However, these
radiative transfer codes are computationally very expensive and thus, cannot be
used to explore large parameter space. On the other hand, there are many stud-
ies like Geil and Wyithe (2008); Hassan et al. (2016); Mesinger and Furlanetto
(2007); Santos et al. (2010) etc which avoid the N -body simulations and use ex-
cursion set based methods to generate the ionization fields. While these codes
are relatively faster and computationally less expensive than the full 3D radiative
transfer codes, one has to make simplifying assumptions about the physical pro-
cesses. There are other schemes like Ghara et al. (2015a); Thomas et al. (2009)
which uses intermediate method between these two. These codes use a N -body
simulation and a 1D radiative transfer method to generate the ionization maps
in the simulation box. On the other hand, studies like Choudhury et al. (2009);
Santos et al. (2008) use a N -body simulation and excursion set based formal-
ism for generating the ionization bubbles around the sources without using any
radiative transfer code.

It is expected that the process of reionization of the neutral hydrogen consists
of several stages. The process must have started as soon as the first sources (like
galaxies) formed in the Universe. At first, the number density of the ionizing
sources is small and thus the IGM is expected to consist of individual H ii bubbles
around the sources. This stage is known as the “pre-overlap” stage. At a later
time, the neighboring H ii bubbles start to overlap. This phase is named as the
“overlap” phase. Generally, the analytical and semi-analytical models of the EoR
focus on the evolution of the global averaged quantities like the volume filling
factor of ionized regions QHII. As the mean free path of the ionizing photons is
expected to be smaller than the horizon size, the evolution of the volume filling
factor can be written as (see, e.g, Choudhury 2009),
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dQHII

dt
= ṅγ
nH
−QHII C α(TK) nH (1.9)

The term C is the clumping factor which can be defined as C ≡ <nHII ne>
<nHII><ne>

where ne and nHII are the mean number density of free electrons and the ionized
hydrogen respectively. The clumping factor accounts for the recombination rate
in a clumpy IGM. The quantity α(TK) represents the recombination coefficient
at a temperature TK. The term ṅγ represents the number of ionizing photons in
the IGM per unit time per unit comoving volume and can be expressed as,

ṅγ = ζ nH
dfcoll

dt
(1.10)

where nH is the comoving number density of hydrogen and ζ is a parameter which
combines the effect of star-formation efficiency, the number of ionizing photons
produced by the stars per unit time and the escape fraction. The term fcoll is the
collapse fraction which can be expressed as,

fcoll = 1
ρ̄m

∫ ∞
Mmin

dM M
dn(M, z)
dM

(1.11)

where Mmin is the minimum mass of the halo that can forms stars.

Mitra et al. (2015) considers ζ as a free parameter in their model. The study
brings strong constraints on ζ using a Principle Component Analysis (PCA) tech-
nique by comparing with the existing observations of the Thomson scattering
optical depth of the CMBR from Planck and the observations of high-redshift
quasar absorption spectra. Figure 1.2 shows the predicted evolution of QHII from
their model. One can see that the existing observational data sets prefer a reion-
ization model which starts around redshift ∼ 15 and ends around redshift ∼ 6.
However, uncertainty about the ionization fraction around redshift ∼ 7 − 8 is
quite significant as shown by the shaded region in the figure. Thus, one can ex-
pect other probes like the 21-cm observation from the EoR will play an important
role to reduce the uncertainties.
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Figure 1.2: The figure is taken from Mitra et al. (2015). The figure shows the
evolution of the volume filling factor as a function of redshift. The evolution of
QHII (solid line) is consistent with the observations of Planck electron scattering
optical depth and the high-redshift quasar absorption spectra blueward to the Lyα
line. Shaded region represent 2 − σ limits. The short-dashed curve represents
the fiducial model of Mitra et al. (2015), while the long-dashed curve represents
constraint from WMAP9 data.

1.3 Different probes of the EoR and observa-
tional constraints

Currently, there are a number of observations which provide constraints on this
epoch. However, these constraints on the EoR are limited and unable to provide
the details of the epoch. Also, most of these constraints from the observations
related to the reionization epoch are model dependent. Here, we provide a brief
description of different probes of the EoR.

• Observations of the high-redshift quasars :

Observations of redshift z & 6 quasar absorption spectra (Becker et al. 2001;
Fan et al. 2006b, 2003; Goto et al. 2011; Gunn and Peterson 1965) provide
strong constraints on the ionization state of the Universe during the final
phase of the EoR. Absorption of the Lyα photons by the residual neutral
hydrogen in the medium give rise to absorption features in the spectra of
the background quasars. Even when the IGM neutral fraction & 10−4,
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one expects complete absorption of photons blue-ward of the Lyα emission
line in the quasar spectrum, which shows up as a trough-like feature in the
observed SED of the quasar (Gunn and Peterson 1965). The first confirmed
Gunn-Peterson trough was reported in Becker et al. (2001) in the SDSS
sample. Till now, hundreds of quasars have been detected at redshift ∼ 6
(Fan et al. 2006a; Mortlock et al. 2011a; Venemans et al. 2015), which
makes it easy to identify the difference in the spectral features of the quasars
above and below redshift 6. While there are pieces of evidence of the Gunn-
Peterson trough in a quasar spectrum at z > 6, it is not clear whether that
indicates a neutral IGM.

Though all these observations agree with the fact that the IGM is most
likely be ionized to at z ∼ 6 and there is a trend of increasing the neutral
fraction at z & 6, the controversy is related to the value of the neutral
fraction. Fan et al. (2006a) studied the evolution of the ionization state
of the IGM around z ∼ 6 using the moderate resolution spectra of 19
quasars at redshift 5.74 < z < 6.42 from the SDSS. The study suggested an
increase of the mass averaged neutral fraction ∼ 10−3 at z = 5.7 to ∼ 10−2

at redshift z ∼ 6.2. In addition, spectroscopic analysis of high-redshift
bright quasars suggests a volume averaged neutral fraction 0.06± 0.05(1σ)
at redshift z = 5.9 (McGreer et al. 2015), which provide very strong evidence
that reionization completed by redshift 6.

The observation of the quasar ULAS J1120+0641 at z = 7.085 shows the
presence of Gunn-Peterson trough and a damping wing extending red-ward
the Lyα line (Mortlock et al. 2011b). The expected near zone H ii region
around the quasar is expected to be smaller than similar quasars at redshift
6 (Bolton et al. 2011). These studies suggest a neutral fraction of the IGM
to be & 0.1. However, one should keep in mind that the predicted neutral
fraction from this observation is a single data point and not necessarily
represent the global mean neutral fraction at that redshift.

• Observations of the cosmic microwave background radiation :

Another important constraint comes from the observations of the cosmic
microwave background radiation (Komatsu et al. 2011; Planck Collabora-
tion et al. 2014a). The CMBR photons, generated during the epoch of
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recombination, scatter off the free electrons produced during the EoR. This
scattering smooths the fluctuations in the CMBR temperature anisotropies
and generates a polarized radiation on angular scales larger than 10◦, which
corresponds to the scale of the horizon at reionization (Komatsu et al. 2011;
Zaldarriaga and Seljak 1997). In addition, the gravitational lensing of the
CMBR too can be used to indirectly constrain reionization (Planck Collab-
oration et al. 2014b, 2015c).

The measurement of the large-scale CMBR polarization power spectrum
provide the Thomson scattering optical depth τ . The optical depth is de-
fined as,

τ(z) = cσT

∫ z

0
ne(z′)dz′(dt/dz′) (1.12)

where σT is the Thompson scattering cross section, ne is the free electron
density. As the measured value of τ represents the integrated density of
the electron, it can only provide limited information about the reionization
history. Different reionization histories can produce same optical depth.

However, the observation of CMBR polarization can provide interesting
constraints on reionization. The recently analyzed Planck data suggests
the value of the measured optical depth as 0.066± 0.016 (Planck Collabo-
ration et al. 2015b). For an instantaneous reionization model, the redshift
of reionization is 8.81.7

−1.4 (Planck Collaboration et al. 2015b). Thus, the
observations of CMBR, alone with the quasar observation, suggest that the
reionization process must be an extended process which starts at redshift
∼ 15 and ends around redshift ∼ 6 (Choudhury and Ferrara 2006; Fan
et al. 2006b; Malhotra and Rhoads 2006; Mitra et al. 2011, 2012). In addi-
tion, CMBR may also contain the signature of patchy reionization at small
angular scales (< 0.1◦ ) (Santos et al. 2003).

• Galaxies at high redshift :

One of the major uncertainties in the EoR is the sources of reionization.
Among the various possible sources during the EoR, galaxies are assumed to
provide the dominant contribution to the ionizing photons during the EoR.
This assumption is motivated by the fact that the number of other possible
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sources of ionizing photons, e.g., the QSOs, are known to be declining at z >
6. One must keep in mind that such an assumption can be quite uncertain
at high redshifts because of lack of observational data and understanding
of the physical processes. Thus, observation of the high-redshift galaxies
gives the direct information of the reionization sources.

The main problem with the observation of z > 6 galaxies is that these are
very faint and thus only galaxies with very high luminosity can be detected.
By detecting a large number of galaxies at z > 6 using broad-band colour
(Bouwens et al. 2015; Ellis et al. 2013) and narrow-band Lyα emission (e.g.,
Hu et al. 2010; Kashikawa et al. 2011), one can have a rough estimate of the
production of the ionizing photons at that time. Using these estimations,
one can predict ionization histories using analytical models like Mitra et al.
(2015). However, as these models rely on many assumptions like the value
of escape fraction and the clumpiness of the IGM, the predicted reionization
histories are highly uncertain.

• Lyα emitters :

Lyα emitters (LAE) are star-forming galaxies with a large fraction of flux
in Lyα line. Studies like Raiter et al. (2010) show that the Lyα luminosity
could be as large as 30-40% of the bolometric luminosity of the first genera-
tions of galaxies as they formed in low-metallicity environments. Although
the Lyα flux from the LAEs are relatively weaker than the quasars, stud-
ies of the LAEs can still provide interesting constraints on the EoR as the
number observed LAEs are quite large and thus can be used as a statistical
probe of the EoR.

The observation of 207 Lyα emitters at redshift 6.6 using the Subaru Tele-
scope shows a clear evidence of the redshift evolution of the LAEs at z > 6
(Ouchi et al. 2010a). The decrease in Lyα luminosity by 30% from redshift
5.7 to 6.6 could be due to the change in the duty cycle, an increase in the
halo mass or due to the reionization etc. However, to use LAEs as a reliable
probe of the EoR, one has to understand the population of the LAEs and
the evolution of the metallicity at lower redshifts. Ouchi et al. (2010a) claim
the global neutral fraction to be less than 0.2 at redshift 6.6. The decrease
in the Lyα luminosity at high redshift also provide a tentative evidence of
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rapid evolution of the ionization fraction at 6 < z < 8 (Choudhury et al.
2015; Dijkstra et al. 2011).

Studies like McQuinn et al. (2007a) consider clustering of LAEs in their
reionization models and show that the detection of clustering can be used
to constrain reionization. The study shows that 10 Mpc H ii regions during
EoR modulate the observed distribution of the emitters and enhance the
measured clustering of LAEs. Such enhancement can not be connected to
something other than reionization. The enhancement of clustering depends
on the neutral fraction and also on the morphology of the H ii bubbles.
The detection of clustering signature in the LAEs survey and the observa-
tions of Lyman-break or Hα in the same field can confirm the reionization
hypothesis.

In addition to these probes, there are a quite few other observations which
can provide valuable inputs to constrain the EoR. A list of such probes could be,
(1) observation of high-resolution Lyα forest at z < 6 (Hui and Haiman 2003;
Raskutti et al. 2012; Theuns et al. 2002), (2) gamma-ray bursts (GRBs) (see, e.g.,
Bromm and Loeb 2006), (3) cosmic infrared and soft x-ray backgrounds (Dijkstra
et al. 2004) etc.

1.4 Redshifted 21-cm signal as a probe of the
EoR

While probes like the observations of z > 6 quasars, galaxies and the CMBR
provide different types of information on the EoR, the redshifted H i 21-cm signal
from the EoR is able to provide more details related to this epoch. We will refer
the reader to reviews like Furlanetto et al. (2006); Morales and Wyithe (2010);
Pritchard and Loeb (2012) for details. As this signal originates from the neutral
hydrogen, it can probe the morphology of H i during reionization epoch and one
can, in principle, directly image the neutral hydrogen during this time.

The global and statistical properties of the signal depend on various quan-
tities like the ionization fraction, kinetic temperature, Lyα coupling, collisional
and radiative coupling. The observed quantity in the 21-cm signal is the differen-
tial brightness temperature (δTb), which is the difference between the brightness
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Figure 1.3: Differential brightness temperature slice along the frequency or red-
shift axis. This slice is generated from a simulation with box 200 cMpc/h for source
model mini-QSO.

temperatures of the signal and the CMBR. Figure 1.3 shows the evolution of the
brightness temperature maps along the frequency direction for a model of EoR
developed later in the thesis. This light-cone slice is taken from a simulation
with 200 cMpc/h box where the ionization is driven by stars within galaxies and
the heating is driven by mini-quasar type sources. Just before cosmic dawn, the
δTb is zero due to the dominance of the radiative coupling over the collisional
coupling. When the first sources formed in the Universe, δTb deviates from zero
due to strong Lyα coupling. Studies like Furlanetto et al. (2004a); Mesinger et al.
(2014); Pritchard and Loeb (2012) show that the global averaged < δTb > re-
mains negative during the cosmic dawn and the first phase of reionization, as these
sources are not able to heat up the IGM above the CMBR temperature. Eventu-
ally, the IGM gets heated above Tγ, which transforms the negative < δTb > into
a positive value. Around redshift 6, when the Universe got sufficiently ionized,
< δTb > vanishes again as the residual neutral hydrogen (in galaxies and very
high-density regions) is negligible.

1.5 Main challenges of the 21-cm observations

While the redshifted 21-cm signal carries enormous information about the EoR,
the signal itself is very difficult to deal with. As the signal is generated by the
hyperfine transition of the neutral hydrogen atom, the strength is very weak
compared to the other components like the astrophysical foregrounds, system
noise, radio frequency interference (RFI) (Ghosh et al. 2015, 2012; Patil et al.
2014a). Thus, it is a challenging task to detect the cosmological 21-cm signal at
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low frequencies.
While the signal is expected to be few ∼ 10− 100 mK, different astrophysical

foregrounds could be four to five order larger than the signal (Bernardi et al.
2009, 2010; Choudhuri et al. 2014). Thus, foreground removal is one of the
most challenging tasks for detecting the signal. Foreground contributions can be
broadly divided into two components : (1) galactic synchrotron radiation, (2)
extragalactic point sources. Among these two, the most dominating component
is the galactic foreground which can contribute ∼ 70% of the total foregrounds.
On the other hand, extragalactic foregrounds can be dominating at angular scales
less than few arcmin (Di Matteo et al. 2004).

The galactic diffuse synchrotron radiation (Shaver et al. 1999) is mainly con-
tributed by two processes : (1) synchrotron emission due to the interaction of
the galactic cosmic ray electrons and the magnetic field, (2) synchrotron emis-
sion from the supernova remnants in our galaxy. In addition, free-free emission
(bremsstrahlung radiation) from the galactic diffused ionized gas can also con-
tribute to the galactic foregrounds, however, the contribution is relatively small.
A substantial contribution to the total foregrounds also comes from the unre-
solved extragalactic point sources like the radio galaxies, clusters etc.

In general, two approaches are followed to deal with the foregrounds: fore-
ground removal and foreground avoidance. In foreground removal technique, the
foreground is modeled very accurately and then subtracted from the total signal.
However, it is often not possible to model the foreground sufficiently accurately
such that one can detect the signal. The second approach is the foreground avoid-
ance, where the main idea is to avoid the part of the signal in Fourier space which
is contaminated by the foreground. This method works mainly because the fore-
grounds are confined in a “wedge” shape region in the Fourier space (Datta et al.
2010; Dillon et al. 2014; Pober et al. 2014; Trott et al. 2012). However, one has
to keep in mind that the foreground avoidance technique could lead to discarding
a substantial amount of data, which in turn can increase the variance.

In addition to the foregrounds, the system noise can also be significantly larger
than the signal (e.g., Labropoulos et al. 2009). To reduce the system noise, one
requires long integration times and a good baseline coverage of the interferom-
eter. In addition, man-made radio frequency interference (RFI) from different
communication devices like the cell phones can also significantly contribute to
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the total signal. For interferometer like the GMRT, the RFI may be a serious
difficulty for detecting the signal from the EoR (Paciga et al. 2011) and one needs
a good model for the RFI to subtract it. Propagation of the signal through the
ionosphere of the Earth can also introduce a stochastic error which can create
additional complexity in 21-cm observations (Sokolowski et al. 2015b).

1.6 Modelling the 21-cm signal

Theoretical models, using analytical calculations (e.g., Furlanetto et al. 2004a;
Paranjape and Choudhury 2014), semi-numerical simulations (Choudhury et al.
2009; Mesinger and Furlanetto 2007; Santos et al. 2008; Zahn et al. 2007), and
numerical simulations involving radiative transfer (Baek et al. 2009; Ghara et al.
2015a; Iliev et al. 2006; McQuinn et al. 2007b; Mellema et al. 2006; Shin et al.
2008; Thomas et al. 2009) , are very useful to study the cosmic dawn and epoch
of reionization. These simulations are useful for a detailed understanding of
the redshifted 21-cm signal and the impact of various physical processes on the
signal. These simulations generally combine prescriptions for the evolution of
the matter distribution, star formation in the over-dense regions and recipe for
the propagation of ionizing photos into the IGM. In other words, one requires
information like, the evolution of the cosmic gas distribution, distribution of the
radiating sources, their feedback on the star formation in subsequential times,
enrichment of metals in the IGM that can modify the star formation history,
propagation of the ionizing photons in the IGM. In the context of studying the
epoch using the redshifted 21-cm signal, one also needs to have some idea about
the Lyα emissivity and kinetic temperature of the IGM. Dealing with this huge
parameter space makes the problem very challenging.

However, it is difficult to follow all the details of galaxy formation and evo-
lution and their impact on the surrounding medium. The details of the star
formation, metal enrichment, radiative feedback are difficult to implement in the
simulations. It not only takes huge computational time, the parameters too are
very uncertain. Thus, simulations are usually simplified by ignoring or simplify-
ing many such complicated physical processes. One has to interpret the results
from such simulations keeping these issues in mind.
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1.6.1 Analytical models

Analytical models of the EoR are the simplest among the existing models of the
EoR. These models are based on creating ionized bubbles around the sources like
the galaxies. Studies like Bharadwaj and Ali (2005); Datta et al. (2007b) consider
the IGM to be consist of many non-overlapping H ii bubbles and thus these models
are valid at the very beginning of the reionization when the ionized bubbles do
not overlap with each other. However, models like Furlanetto et al. (2004b)
account the overlaps between the individual H ii bubbles using the excursion set
formalism. This approach decides if a spherical region of radius R is ionized or
not using the condition

〈fcoll〉δL,R ≥ ζ−1 (1.13)

where δL is the linearly extrapolated desity contrast to present epoch.
These ionized bubbles can be used to obtain the power spectrum of the 21-cm

signal. Paranjape and Choudhury (2014) improve this excursion set approach
by using the fact that the haloes preferably form in high-density regions. This
improved method is called the excursion sets peak (ESP) model.

Although these analytical models are very fast to explore the huge parameter
space and also provide reasonable accuracy in the growth of the ionized regions,
these methods have many drawbacks. For examples, these methods can not
incorporate non-sphericity of the H ii regions during the overlap phase, not able
to account the effects of peculiar velocities of the gas in the IGM etc. These
models also do not incorporate the calculations of the gas temperature and thus
are not able to construct realistic 21-cm signal maps. Thus, one should use more
realistic simulations to predict the 21-cm signal from the EoR using N -body
simulations and radiative transfers.

1.6.2 Semi-numerical models

Semi-numerical models are one level of improvement on the analytical models of
the EoR. Models like Geil and Wyithe (2008); Mesinger and Furlanetto (2007);
Santos et al. (2010) are based on generating dark matter density field within
a large simulation box using the perturbation theory, calculating the collapse
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fraction at each grid points of the simulation box using methods like extended
Press-Schechter model (Bond et al. 1991) and then generating ionization fields
using the excursion set formalism. Other semi-numerical models like Choudhury
et al. (2009); Zahn et al. (2007) use N -body simulations and find the haloes inside
the simulation box using halo finding algorithm like FOF or SO and then create
the ionization field using the excursion set formalism.

All these methods calculate the spherically averaged collapse fraction 〈fcoll〉R
at each grid points of the simulation box for a wide range of radius R. If equa-
tion 1.13 holds for any value of R, then the corresponding grid point is set as
completely ionized. Otherwise, the grid point is associated with a neutral frac-
tion of ζ 〈fcoll〉Rcell

where Rcell is the size of the grid cell. In addition, studies
like Choudhury et al. (2009); Sobacchi and Mesinger (2014) also account for the
recombination process which may change the H i topology significantly.

Although these semi-numerical simulations use some assumptions to simplify
the scenarios, these are fast enough to explore the parameter space of the EoR
with many realizations. Studies like Majumdar et al. (2014) shows that the semi-
numerical calculations are quite similar to the full radiative transfer calculations.
This suggests that one can use the fast semi-numerical schemes to constrain
the EoR parameters using sophisticated parameter estimation methods like the
Markov chain Monte Carlo (MCMC) (Greig and Mesinger 2015).

1.6.3 Numerical simulations

Most numerical simulations use the density and velocity fields from a N -body
simulation and use a radiative transfer to generate the ionization field in the sim-
ulation box. Algorithm like the C2-RAY (Mellema et al. 2006), FLASH (Fryx-
ell et al. 2000), TRAPHIC (Pawlik and Schaye 2008), START (Hasegawa and
Umemura 2010), SimpleX2 (Paardekooper et al. 2010), McQuinn et al. (2007b);
Razoumov and Cardall (2005); Trac and Cen (2007) track photons from different
sources and iteratively solve the time evolution of the neutral fraction at differ-
ent grid points in the simulation box. On the other hand, codes like CRASH
(Maselli et al. 2003), LICORICE (Baek et al. 2009) are based on a Monte Carlo
technique. The method developed by Gnedin and Abel (2001) use optically thin
variable Eddington tensor (OTVET) approximation to implement the radiative
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transfer. In general, reionization models require large simulation boxes with size
at least few hundred comoving megaparsecs to avoid any difficulties related to the
cosmic variance. Running of a N -body simulation and the full radiative trans-
fer algorithm is computationally very expensive and thus, it is very difficult to
explore huge parameter space of the EoR with such methods.

However, there are other radiative transfer methods which work under a num-
ber of approximations like spherical symmetry in the photon propagation. Meth-
ods like Ghara et al. (2015a); Thomas et al. (2009) use a 1D radiative transfer
to create the ionization bubbles around the sources formed in the dark mat-
ter haloes. While these methods create a spherically symmetric 21-cm pattern
around the sources, these can also take care the overlap between the individual
regions properly. These codes are relatively faster than the full radiative transfer
codes and thus have the potential to be used for parameter estimation.

One of the drawbacks of these numerical schemes is finding the low-mass
haloes in large simulation boxes. While simulating the epoch of reionization, it is
very important to resolve the lowest mass haloes which are likely to be the site of
first stars like population III stars and small galaxies. In the presence of molecular
hydrogen, source formation is possible in haloes with mass as small as ∼ 106 M�.
However, the molecular hydrogen can be destroyed easily by the Lyman-Werner
photons from the very first sources in the Universe. In that case source formation
is dominant in haloes with mass & 108 M� due to atomic cooling. Spatially
resolving such low-mass haloes in a simulation box with the size of few hundreds
of cMpc is computationally a very expensive task. Thus, most of the studies
avoid the small mass haloes or use some simple prescriptions to find the small
mass haloes.

1.7 Current constrains from the 21-cm observa-
tions

Till now, there have been mainly two approaches to detect the redshifted 21-
cm signal from the cosmic dawn and EoR. The first one measures the average
brightness temperature of the signal or so-called “global” signal. Experiments
like EDGES (Bowman and Rogers 2010), SARAS (Patra et al. 2015), BigHorns
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Figure 1.4: The figure shows the current constrains from the redshifted 21-
cm observations with various radio telescopes. The solid curve represent the
dimensionless power spectrum of the differential brightness temperature at scale
k = 0.1 Mpc−1 as a function of redshift. The power spectrum is generated using a
mini-QSO source model within a simulation of size box 200 cMpc/h.

(Sokolowski et al. 2015a), SciHi (Voytek et al. 2014) and LEDA (Greenhill and
Bernardi 2012) have been designed to detect the global averaged 21-cm signal with
single antenna elements. These observations generally rely on the auto-correlation
of a small number of dipoles, although recent works like Presley et al. (2015);
Vedantham et al. (2015) have claimed that interferometric cross-correlation may
also work to detect the sky-averaged 21-cm signal. While the signal is expected
to be ∼ 10 mK, it is contaminated by huge galactic and extragalactic foregrounds
with strength > 100 K. Till date, the best constraints come from the observation
of EDGES (Bowman and Rogers 2010), which report an all-sky spectrum between
redshift 6 < z < 13. This experiment excludes rapid reionization with the redshift
extent ∆z < 0.06 with 95% confidence level.

The second approach is to detect the signal in terms of the statistical quantities
like the power spectrum of the signal using bigger interferometers. Experiments
like GMRT, LOFAR, PAPER, 21CMA, MWA are engaged in detecting the signal
in terms of the statistical quantities. So far the achievements can be listed as:

• Observations with the GMRT were one of the first to be reported (Paciga
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et al. 2013, 2011). It used a band width coverage of 139.3 to 156 MHz. The
experiment calculated a 2− σ upper limit of the signal power spectrum at
redshift 8.6 as (248 mk)2 at mode k = 0.5 h Mpc−1.

• Parsons et al. (2013) presented limits on the 21-cm power spectrum from
three month long observations with the interferometer PAPER using 32 an-
tennae. They provided a 2−σ upper limit of (41 mK)2 for k = 0.27 h Mpc−1

at redshift 7.7. This study claimed to be inconsistent with the cold reion-
ization scenario and predicted an X-ray heated IGM at redshift 7.7.

• So far the best upper limit on the redshifted 21-cm signal power spectrum is
502 mK2 at redshift ∼ 8.4 (Ali et al. 2015) at scales 0.15 < k < 0.5 h Mpc−1

using a 135 days observation with the 64 element PAPER instrument. Sim-
ilar to Parsons et al. (2013), this observation also ruled out little or no
heating scenario of the neutral IGM at z ∼ 8.4 (Pober et al. 2015).

• In addition to these measurements at the lower end of the epoch of reioniza-
tion, several efforts have been put to measure the power spectrum from rela-
tively higher redshifts. Dillon et al. (2014) put the upper limit of (300 mK)2

at scale k = 0.046 Mpc−1 at redshift 9.5 using the 32-tile MWA pathfinder
for 22 hours of observation.

• Ewall-Wice et al. (2016) have done even deep observation at redshift range
of 11.6 to 17.9 with the 128-tile MWA. After 3 hours of integration, they
present a upper limit of (104 mK)2 at scale k < 0.5 h Mpc−1, though it is
limited by calibration errors.

Figure 1.4 shows the current constraints on the 21-cm power spectrum from
different observations. The solid curve represents the expected power spectrum
of the 21-cm signal at scale k = 0.1 Mpc−1. The power spectrum corresponds
to a mini-QSO source model within a simulation of size box 200 cMpc/h. One
can see that the current best constraint is still 1-2 order larger than the expected
signal. One needs a better understanding of the systematics, better methods to
deal with the foregrounds etc to put better constraints on the EoR 21-cm signal.
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1.8 Thesis outline

In this section, we briefly describe the summaries of Chapters 2-7 of this the-
sis. The main scientific contribution of the thesis is modeling the redshifted
21-cm signal from the cosmic dawn and EoR using semi-numerical simulations.
In particular, we have developed a semi-numerical code to generate the bright-
ness temperature distribution of the redshifted 21-cm signal using dark matter
simulations and a 1D radiative transfer (RT) code. The RT code tracks the time
evolution of the ionization fraction of different ionization states of hydrogen and
helium and the kinetic temperature of gas in the IGM around individual sources.
Our analysis is able to account for the spin temperature fluctuations arising from
inhomogeneous X-ray heating and Lyα coupling during the cosmic dawn and
EoR. A brief summary of Chapters 2-7 is given below.

Chapter 2 : In Chapter 2, we briefly describe the redshifted 21-cm signal
from the neutral hydrogen from the IGM before we describe our semi-numerical
formalism to generate the brightness temperature maps self-consistently. We de-
scribe the one-dimensional radiative transfer method which is used to produce
the temperature and ionization profiles of hydrogen and helium around the iso-
lated sources. Then we discuss the method to use this one-dimensional radiative
transfer for generating the brightness temperature maps from the outputs of the
N -body dark matter simulations.

Chapter 3 : In Chapter 3, we have considered different source models like
galaxies, mini-QSO and used the semi-numerical method, described in Chapter 2,
to generate the brightness temperature maps. The chapter mainly focuses on two
topics: (i) study the effect of spin temperature fluctuation due to the inhomo-
geneous X-ray heating and Lyα coupling, (ii) effect of redshift-space distortion
on the H i 21-cm signal. The studies are mainly done in terms of the spherically
averaged power spectrum of the brightness temperature distribution.

Chapter 4 : In this chapter, we have considered another important line of
sight effect (the “light-cone effect”) and studied its impact on the spherically
averaged power spectrum of the 21-cm signal. The study is done for different
models and observational bandwidth.

Chapter 5 : The chapter mainly focuses on the detectability of very early
sources in 21-cm observation in the presence of system noise and astrophysical
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foregrounds with radio telescope like the SKA1-low. In particular, we have con-
sidered various sources like population III stars, galaxies, mini-QSOs and HMXBs
and studied their detectability using the visibilities.

Chapter 6 : In this chapter, we simulate the expected signal for different
kind of sources, system noise and foregrounds appropriately. The chapter mainly
focuses on the detectability of these sources using imaging techniques and predict
new observational strategies for future 21-cm observations.

Chapter 7 : Finally in Chapter 7 we briefly summarize the thesis and de-
scribe the possible future extensions of the works presented in the thesis.
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2 | Semi-numerical method using
a 1D radiative transfer

A major part of this chapter is based on Ghara et al. (2015a).

2.1 Introduction

The expected 21-cm signal depends not only on the amount of neutral hydrogen
but also on the spin temperature TS of H i which in turn depends on the ki-
netic temperature TK of the gas and Lyα photon flux. Many reionization models
(Battaglia et al. 2013; Choudhury et al. 2009; Datta et al. 2012a; Furlanetto et al.
2004a; Iliev et al. 2014; McQuinn et al. 2006; Mesinger and Furlanetto 2007) sim-
ply ignore the effect of the spin temperature fluctuation by assuming TS � Tγ

and deal with the amount of neutral hydrogen in the IGM. Under these assump-
tions, it is easier to build the models for the redshifted 21-cm maps. However,
these models may not be appropriate at the cosmic dawn and the first phase
of reionization, when the contribution from the spin temperature fluctuation is
non-negligible.

The 21-cm signal from H i is sensitive to various quantities such as the number
density and clustering of sources, their ionizing, heating and coupling efficiencies,
the escape fraction of photons at various frequency bands, various feedback effects
etc. These quantities are eventually parametrized in terms of the collapse frac-
tion of dark matter haloes, the fraction of baryons converted into stars, the stellar
initial mass function, Lyα, UV and X-ray luminosities, X-ray spectral index etc
(Mesinger et al. 2014; Morales and Wyithe 2010; Pritchard and Loeb 2012). In
addition, the line of sight effects such as the peculiar velocities and evolution of

29



2. SEMI-NUMERICAL METHOD USING A 1D RADIATIVE
TRANSFER

the 21-cm signal could also affect the signal significantly. It is thus very impor-
tant to model the expected H i 21-cm signal properly in order to interpret the
observations. A large amount of theoretical modelling and simulations is needed
to explore all possible scenarios and such analyses are expected to play a major
part in designing 21-cm experiments.

In this chapter, we will describe the method to generate the brightness tem-
perature maps self-consistently from the output of a N -body simulation and using
a one-dimensional radiative transfer code. We briefly describe the basics of 21-cm
signal in Section 2.2. We then discuss the detailed methodology for modelling the
signal including the N -body simulation (Section 2.3.1), the method to incorpo-
rate small mass haloes (Section 2.3.2), the source model (Section 2.4), radiative
transfer code for generating the maps around isolated sources (Section 2.5 ), sig-
nal profile around isolated sources (Section 2.6 ) and the generation of global
maps (Section 2.7).

2.2 Basics of the 21-cm signal

The 1s ground state of a neutral hydrogen atom exhibits hyperfine splitting into
singlet and triplet states due to the interaction of the magnetic moments of elec-
trons and protons in the atoms. The energy difference between these two states is
5.87433 µeV and transition from the triplet to singlet state gives rise to a photon
with wavelength λ = 21 cm. If n0 and n1 be the number density of H i in singlet
and triplet levels with the degeneracy factors g0 and g1 respectively, then the spin
temperature TS of the neutral hydrogen gas can be defined as,

n1

n0
= g1

g0
exp

(
−T?
TS

)
(2.1)

where T? = hν21cm/kB = 0.0681 K and kB is the Boltzmann constant.
The spin temperature TS is determined by the coupling of neutral hydrogen

gas with CMBR photons by Thomson scattering, Lyα coupling and collisional
coupling. Considering all these coupling effects, the spin temperature can be
written in the following form (Field 1958; Furlanetto and Oh 2006)

T−1
S =

T−1
γ + xαT

−1
α + xcT

−1
K

1 + xα + xc
, (2.2)

30



2.2 Basics of the 21-cm signal

where TK is the kinetic temperature of the gas and Tα is the colour temperature of
the Lyα photons which, in most cases of interest, is coupled to TK by recoil during
repeated scattering. The quantities xc and xα are the coupling coefficients due
to collisions and Lyα scattering respectively. The collision efficiency xc includes
both the collisions between neutral hydrogen atoms (H− H) and hydrogen atom
with free electrons in the medium (H− e) and can be written as (Hirata and
Sigurdson 2007),

xc = 4T?
3A10Tγ

[
κHH(TK)nH + κeH(TK)ne

]
, (2.3)

where A10 = 2.85×10−15 s−1 is the spontaneous Einstein A-coefficient, nH and ne
be the local number densities of neutral hydrogen and electrons respectively. The
table of κeH as a function of TK is taken from Furlanetto and Furlanetto (2007)
and table of κHH is taken from Allison and Dalgarno (1969); Zygelman (2005).

The most important process which couples TS to TK during reionization is the
Wouthysen-Field effect (Chuzhoy et al. 2006a; Field 1958; Hirata 2006; Madau
et al. 1997; Wouthuysen 1952). The Lyα coupling coefficient in this case is given
by

xα = 16π2T?e
2fα

27A10Tγmec
Jα, (2.4)

where Jα is the Lyα flux density, fα = 0.4162 is the oscillator strength for the
Lyα transition, me and e are the mass and charge of the electron respectively.

Usually the redshifted 21-cm signal from neutral hydrogen is measured in
terms of the deviation of 21-cm brightness temperature from the brightness tem-
perature of background CMBR along a line of sight. The differential brightness
temperature observed at a frequency νobs along a direction n̂ is given by (Furlan-
etto et al. 2006; Madau et al. 1997)

δTb(νobs, n̂)≡ δTb(x) = 27 xHI(z,x)[1 + δB(z,x)]
(

H

dvr/dr +H

)

×
(

ΩBh
2

0.023

) ( 0.15
Ωmh2

1 + z

10

)1/2 [
1− Tγ(z)

TS(z,x)

]
mK,

(2.5)

where x = rzn̂ and 1 + z = 1420 MHz/νobs, with rz being the comoving radial
distance to redshift z. The quantities xHI(z,x) and δB(z,x) denote the neutral
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hydrogen fraction and the density contrast in baryons respectively at point x at
a redshift z. The CMBR temperature at a redshift z is denoted by Tγ(z) = 2.73
×(1 + z) K and TS is the spin temperature of neutral hydrogen. The third term
in the right-hand side expression represents the effect of line of sight peculiar
velocities (Barkana and Loeb 2005a; Bharadwaj and Ali 2004) which essentially
maps the point x in real-space to a point s in the redshift-space, the mapping
being determined by the velocity gradient along the line of sight dvr/dr . We will
discuss how to account for this effect in Section 3.2 of Chapter 3.

The primary goal of the first generation radio telescopes is to measure the
fluctuations in δTb using the spherically averaged power spectrum P (k) which is
defined as

〈 ˆδTb(k) ˆδTb
?(k′)〉 = (2π)3δD(k− k′)P (k), (2.6)

where ˆδTb(k) is the Fourier transform of δTb(x) defined in equation (2.5). The
dimensionless power spectrum is defined as ∆2(k) = k3P (k)/2π2 which also rep-
resents the power per unit logarithmic interval in k.

In many studies of reionization, particularly those dealing with later stages
(Battaglia et al. 2013; Choudhury et al. 2009; Datta et al. 2012a; Furlanetto et al.
2004a; Iliev et al. 2014; McQuinn et al. 2006; Mesinger and Furlanetto 2007),
one assumes the Lyα coupling to be highly efficient and uses the approximation
TS ≈ TK. In addition, if the IGM is assumed to be heated substantially compared
to the CMBR (TK � Tγ), then the term (TS − Tγ)/TS → 1 in equation (2.5) and
hence one obtains the simple expression where δTb tracks the neutral hydrogen
distribution xHI(1 + δB). These assumptions, however, have been shown not to
hold in early stages of reionization where the Lyα coupling may not be uniformly
strong in all locations and not all regions of the IGM will be heated uniformly
(Baek et al. 2010; Santos et al. 2008). This would lead to variations in TS and
hence would affect the fluctuations in the 21-cm signal. In our semi-numerical
method, we take all these effects into account using a combination of N -body
simulations and a one-dimensional radiative transfer code.

2.3 Numerical simulations

The method we have used for simulating the 21-cm brightness temperature signal
is essentially based on (i) obtaining the dark matter density field and the distri-
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bution of collapsed haloes from a N -body simulation, (ii) assigning luminosities
to sources in these dark matter haloes and (iii) using a one-dimensional radiative
transfer code to obtain the neutral hydrogen and spin temperature maps.

2.3.1 N-body simulation

We have performed dark matter N -body simulations using the publicly avail-
able cubep3m1 (Harnois-Déraps et al. 2013) which is essentially a massively par-
allel particle-particle-particle-mesh (P3M) code. This code is fortran90 based
and is the successor to the N -body simulation code pmfast (Merz et al. 2005).
cubep3m incorporate the particle-particle interaction at the sub-grid level and
solved Poisson’s equations on a two level mesh. While the long range gravity force
is computed on a coarse grid, the short range and the particle-particle interac-
tion are solved on fine grids (called tiles). Initialization of the particle positions
and velocities at redshift z = 200 was done by using camb transfer function2

(Lewis et al. 2000) and employing Zel’dovich approximation. For example, the
fiducial simulation used in Chapter 3 (for the study of the effect of redshift-space
distortion on the signal) contains 7683 particles in a box of size 100 h−1 cMpc
with 15363 grid points. The mass resolution of the dark matter particles in the
simulation is Mpart = 1.945× 108 h−1 M�. The simulation generates snapshots at
25 ≥ z ≥ 6 in equal time gap of 107 years. The output at each snapshot consists
of the density and velocity fields in a grid which is 8 times coarser than the simu-
lation grid (along the side). The code is also equipped with a run time halo finder
which identifies haloes within the simulation volume using spherical overdensity
algorithm. We assume that the smallest halo at least contains 20 dark matter
particles. As far as the baryonic density field is concerned, we simply assume that
the baryons trace the dark matter, i.e., each dark matter particle is accompanied
by a baryonic particle of mass (ΩB/Ωm)×Mpart. Though this assumption is not
valid in very small scales, i.e., scales comparable to or smaller than the local jeans
scale, it probably works fine at large scales which are of our interest.

The main difficulty with our simulation is that the volume does not contain
small mass haloes (e.g., those with Mhalo ∼ 108 M�) which are believed to be

1http://wiki.cita.utoronto.ca/mediawiki/index.php/CubePM
2http://camb.info/
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driving the reionization at early stages. Resolving such small haloes requires
simulations of very high dynamic range which are beyond the computing power
we have access to. In order to address this issue, we have used a sub-grid model to
include the small mass haloes in our simulation box, as described in Section 2.3.2.
The minimum halo mass resolution achieved in this case is ∼ 108 M�, which is
helpful in probing the effects of small mass haloes at early stages.

2.3.2 Small mass haloes using sub-grid model

In this section, we describe the method used to obtain small mass haloes (i.e.,
smaller than that allowed by the dark matter particle mass of the simulation)
using a sub-grid recipe. This is mainly done using the extended Press-Schechter
model of Bond et al. (1991) and hybrid prescription of Barkana and Loeb (2004).
The steps are following,

(1) First, the non-linear overdensity at each grid point is calculated from the
mass density distribution, obtained from the N -body simulation,

δNL(z,x) = ρ(z,x)/ρ̄(z)− 1, (2.7)

where ρ(z,x) is the mass density at comoving position x at redshift z and
ρ̄(z) is the mean mass density at that redshift.

(2) If the comoving volume and non-linear overdensity of a cell are Vcell and
δNL respectively, then the Lagrangian cell size Rcell corresponding to that
cell is given by the relation

4π
3 R3

cell × ρ̄(z) = (1 + δNL)Vcell × ρ̄(z). (2.8)

(3) The linearly extrapolated overdensity δL, corresponding to δNL, is calculated
by solving the following parametric equations (e.g., Ahn et al. 2015)

δNL =
(

10δL
3(1− cos θ)

)3

− 1, δL = 3× 62/3

20 (θ − sin θ)2/3 , (2.9)

when δNL(z,x) > 0, and

δNL =
(

10δL
3(cosh θ − 1)

)3

− 1, δL = 3× 62/3

20 (sinh θ − θ)2/3 , (2.10)

when δNL(z,x) < 0.
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(4) According to the extended Press-Schechter model (Bond et al. 1991), the
collapse fraction (i.e. the fraction of mass in collapsed objects) at x is given
by,

fPS
coll(z,x;Mmin) = erfc

 δc(z)− δL(z,x)√
2(σ2

Rmin − σ2
Rcell

)

 , (2.11)

where σ2
Rcell

is the variance of the massMcell, enclosed in a sphere of comov-
ing radius Rcell and σ2

Rmin is variance to the minimum halo mass Mmin that
can host a galaxy. The parameter δc(z) is the critical overdensity for halo
collapse at redshift z. The minimum mass in our study is taken to be (e.g.,
Barkana and Loeb 2001b)

Mmin = 3× 109(1 + z)−1.5M�. (2.12)

This implies a threshold mass of ∼ 108 M� at z ∼ 10, appropriate for
studying haloes which can cool via atomic hydrogen transitions.

(5) While fPS
coll(Mmin) can be worked out analytically in a straightforward man-

ner, the mass function of Sheth and Tormen (1999) provides a much better
match with simulations. Thus we follow hybrid prescription of Barkana
and Loeb (2004) and normalize the collapse fraction to match with the
simulation result:

fcoll(z,x;Mmin) = f̄ST(z)
f̄PS(z)

erfc
 δc(z)− δL(z,x)√

2(σ2
Rmin − σ2

Rcell
)

 , (2.13)

where f̄PS and f̄ST are the mean collapse fraction according to Press-
Schechter and Sheth-Tormen prescriptions respectively.

(6) As we have the collapse fraction at each cell inside the simulation box, the
total mass within haloes with mass aboveMmin in each cell can be obtained
from

Mhalo(z,x) = fcoll(z,x;Mmin)× (1 + δNL(z,x))Vcell × ρ̄(z). (2.14)

For example, in the fiducial simulation used in Chapter 3, we prepare a
new halo list, where small mass haloes (smaller than the smallest halo
identified in the box, i.e., 3.89 × 109 h−1 M�) are obtained from this sub-
grid prescription and haloes heavier than 3.89 × 109 h−1 M� are obtained
directly from the simulations using spherical overdensity method.
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2.4 Source selection

The stars residing in the galaxies are believed to be the major source of ionizing
photons that completes the hydrogen reionization process of the universe. The
dark matter haloes are the most suitable place to form galaxies but not all of them
will contain luminous sources. For galaxy formation to proceed, the gas is required
to be cooled below their virial temperature by atomic (or molecular) cooling
which may not be possible in the smallest mass haloes. Typically, the minimum
mass of haloes which can cool via atomic hydrogen is ∼ 108 M� while the same
value can be much smaller ∼ 106 M� in the presence of hydrogen molecules. In
addition, there could be further suppression of star formation in haloes lighter
than ∼ 109 M� which are residing in ionized regions because of radiative feedback.

The relation between the dark matter halo mass and the galaxy luminosity
of these early galaxies are all very uncertain. The fraction of baryons f? residing
within the stars in a galaxy depends on the metallicity and mass of the galaxy.
There is no well-known relation between the stellar mass and total mass of the
galaxies at very high redshifts. For simplicity, here we have assumed f? to be
constant throughout the reionization epoch and its value is chosen such that the
resulting reionization history is consistent with the constraints obtained from
CMBR polarization measurements. In case we work with varying f? in some of
the simulation models, we will state that explicitly. The stellar mass of a galaxy
corresponding to a dark matter halo of mass Mhalo is

M? = f?

(
ΩB

Ωm

)
Mhalo. (2.15)

Given M?, one can calculate the spectral energy distribution (SED) of stellar
sources in a galaxy using stellar population synthesis codes. However, the SED
will depend upon the initial metallicity and the stellar IMF, both of which evolve
with time. For example, stars in very first galaxies are expected to be metal-poor
(Finkelstein et al. 2009; Lai et al. 2007) and short-lived (Meynet and Maeder
2005). Eventually, they enrich the ISM with metals which changes the nature
of subsequent star formation. Since tracking the evolution of metallicity self-
consistently is not straightforward, we have taken the best fit mass-metallicity
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relation from Dayal et al. (2009) and Dayal et al. (2010)
Z

Z�
= (0.25− 0.05δz) log10

(
M?

M�

)
− (2.0− 0.3δz), (2.16)

where δz = (z − 5.7). The evolution of stellar IMF of high-redshift galaxies too
is not well constrained. For our study, we assume that the stars follow a Salpeter
IMF with mass range 1 to 100 M�.

The UV and NIR spectral energy distributions of the stellar sources in galaxies
are generated using the code pegase21 (Fioc and Rocca-Volmerange 1997) which
computes the galactic SED using standard star formation scenarios for different
initial metallicities, IMF and star formation history at different epochs. The
lifetime of the stars in the galaxy may vary with metallicity and mass (Meynet
and Maeder 2005). For convenience, we set the stellar lifetime to be 107 years
which is the time difference between two simulation snapshots.

The dotted blue curve in Figure 2.1 shows the intrinsic SED of the stellar
component in a galaxy with stellar mass 108 M� with metallicity 0.1 Z�. The
SED peaks around hydrogen ionization wavelength and falls sharply for higher
energies (& 50 eV). Thus, in the absence of any other processes, these galaxies
can only ionize H i and He i, however, they are unlikely to be efficient sources of
He ii ionization and heating of the IGM.

These galaxies can produce photons of higher energies if they harbour accret-
ing (supermassive or intermediate mass) black holes at the centre. In that case,
these galaxies will behave as mini-quasars and will produce X-rays with power-
law SED E−α (Elvis et al. 1994; Laor et al. 1997; Vanden Berk et al. 2001; Vignali
et al. 2003). There could be other sources of X-rays in galaxies like the HMXBs.
These have a very different SED in the X-ray band (Fragos et al. 2013a,b) and
thus show very different effects on heating and ionization (Fialkov et al. 2014).
Another major source of X-ray photons could be the hot interstellar medium
within early galaxies (Pacucci et al. 2014). The impact of X-rays from the hot in-
terstellar medium is similar to those from the mini-quasar like sources, as we will
see later in Chapter 3. This is because of the fact that the hot interstellar medium
produces a significant number of soft X-ray photons similar to mini-quasar like
sources. The HMXBs, on the other hand, show very different signatures since
they do not contain any significant amount of soft X-rays.

1http://www2.iap.fr/pegase/
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Figure 2.1: The SED of a galaxy of mass 108 M� and metallicity 0.1 Z�. The
dotted blue curve shows the stellar-like component, while the solid red curve shows
the SED of the mini-quasar like component. We have assumed the mini-quasar to
emit 5% of the UV energy in X-ray band with a power law SED (in this case the
power law index α is 1.5). The vertical dashed lines correspond to energies 10.2
eV, 13.6 eV and 100 eV respectively.

Let us assume the UV spectrum to be spanning from 10.2 eV to 100 eV in
energy band, and the X-ray spectrum to span from 100 eV to 10 keV. Let fX be
the ratio of X-ray to UV luminosity from the sources

fX =

10 keV∫
100 eV

I(E)dE
100 eV∫

10.2 eV
I(E)dE

, (2.17)

where I(E) is the SED of the galaxy. Let us denote the SED of the stellar
component by I?(E), which in our case is computed using the stellar population
synthesis code pegase2. We have seen from Figure 2.1 that this component
does not contribute significantly to the X-rays, i.e., to the numerator of the
above equation. The SED of the mini-quasar like component is assumed to have
a power law form with spectral index α,

Iq(E) = A E−α, (2.18)

where A is a normalisation constant to be determined in terms of fX and α. The

38



2.5 Radiative transfer around an isolated source

parameter fX in our model can be related to the black hole (BH) to galaxy mass
ratio. Recent observations of high-redshift quasars show that accretion rate of
black holes are close to the Eddington limit (e.g., Willott et al. 2010). In addition
observations of local galaxies show that the mass ratio of the BH and galaxy is
∼ 10−3 (e.g., Rix et al. 2004). If we fix α = 1.5 in our model, we find that for a
metal-free source the BH to galaxy mass ratio is ∼ 2× 10−3 for fX = 0.1. Thus
we choose fX = 0.1 as a upper bound for our study.

Let L? be the luminosity of the stellar component in the UV band, i.e., L? =∫ 100 eV
10.2 eV I?(E) dE. Then, it is straightforward to show that the constant A is
determined by the relation

A = fXL?(
10 keV∫
100 eV

E−αdE − fX
100 eV∫

10.2 eV
E−αdE

) . (2.19)

We have varied the X-ray properties (i.e., the parameters fX and α) of the sources
to study the effects on various quantities of interest. However, while choosing the
values for fX and α it should be kept in mind that the normalization coefficient
A must be positive.

2.5 Radiative transfer around an isolated source

As the first sources of light appear in the universe, they start to ionize the sur-
rounding IGM and create ionized bubbles around them. In addition, the UV
and X-ray radiation from these sources would heat up the medium. In order to
simulate the ionization and heating patterns around ionizing sources, we have de-
veloped a code which closely follows the treatment of Thomas and Zaroubi (2008,
2011). Essentially, the global ionization and temperature distributions are simu-
lated in two steps: in the first step, we generate the ionization and temperature
patterns as a function of time and distance around isolated sources surrounded by
a uniform density field, and in the second step, we account for possible overlaps
between these individual patterns around all the sources in the simulation box.
Here we highlight some of the important features of the method.

• Let us consider a galaxy of stellar mass M? surrounded by a uniform IGM.
Following the procedures outlined in the previous section, we can estimate
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the photons production rate at every energy band of interest. We then
assume that the ionization and heating pattern around this isolated galaxy
would be spherical in nature, and hence a one-dimensional radiative transfer
setup is sufficient to solve the problem. The motivation for this assumption
comes from the fact that at early stages of reionization the number density of
the sources are low and the bubbles are believed to be separated from each
other. Radiative transfer simulations studying the impact of the sources
on the surrounding IGM indicate that the ionized bubbles around galaxies
were probably almost spherical in nature before the overlap started (Alvarez
et al. 2010; Kuhlen and Madau 2005; Thomas and Zaroubi 2008).

• Ionization of H and He :
We assume that the IGM is uniformly distributed around the source and
contains only the primordial neutral hydrogen and helium when the source
form in the host dark matter halo. The average number density of hydrogen
and helium at redshift z is,

nH(z) = 1.9× 10−7(1 + z)3 × (1 + δ) cm−3 (2.20)
nHe(z) = 1.5× 10−8(1 + z)3 × (1 + δ) cm−3 (2.21)

where δ is the density contrast.

As soon as the first sources form in the high-density regions, the process
of photo-ionization of the neutral hydrogen and helium begins. As far as
hydrogen reionization is concerned, the following processes are the most
important.

– Photo-ionization : The most efficient process for ionizing H i in the
IGM is the photo-ionization by the UV light from the sources with
energy larger than the ionization energy of H i (i.e., EHI = 13.6 eV).
For helium reionization, higher energy UV photons and X-rays are the
most effective as the ionization energy of helium is larger than the
ionization energy of H i (24.6 eV for He i and 54.4 eV for He ii).

– In addition, there will be secondary ionization due to the collision of
high-energy electrons and the neutral hydrogen and helium.
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2.5 Radiative transfer around an isolated source

– Collisions of the electrons in the medium with the neutral hydrogen
and helium atoms.

– Recombination process.

The UV and X-ray radiation flux from the central source are calculated self-
consistently accounting for the d−2 dilution and also the effects of optical
depth along the photon path. The number densities of H i and H ii along
with those of He i, He ii and He iii are calculated as a function of distance
d from the source by solving the relevant rate equations:

dxHII

dt
= ΓHI(1− xHII)− αHIInexHII, (2.22)

dxHeII

dt
= (ΓHeI + βHeIne)(1− xHeII − xHeIII)
−(βHeII + αHeII + ξHeII)nexHeII

+αHeIIInexHeIII − ΓHeIIxHeII, (2.23)

dxHeIII

dt
= (ΓHeII + βHeIIne)xHeII

−αHeIIInexHeIII, (2.24)

where xHII, xHeII and xHeIII are the fraction of ionized hydrogen and singly
and doubly ionized helium respectively and ne is the electron number den-
sity. α, β and ξ represent the case B recombination coefficients, colli-
sional ionization coefficients and dielectronic recombination coefficient re-
spectively.

The photo-ionization rate for hydrogen (ΓHI), neutral helium (ΓHeI) and
singly ionized helium (ΓHeII) are given by,
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ΓHI =
∞∫

EHI

σHIN(E, d, t)dE
E

+

fH

 ∞∫
EHI

σHI

(
E − EHI

EHI

)
N(E, d, t)dE

E

+

fH

nHeI

nHI

∞∫
EHeI

σHeI

(
E − EHeI

EHI

)
N(E, d, t)dE

E

 , (2.25)

ΓHeI =
∞∫

EHeI

σHeIN(E, d, t)dE
E

+

fHe

 ∞∫
EHeI

σHeI

(
E − EHeI

EHeI

)
N(E, d, t)dE

E

+

fHe

 nHI

nHeI

∞∫
EHeI

σHI

(
E − EHI

EHeI

)
N(E, d, t)dE

E

 , (2.26)

ΓHeII =
∫

EHeII

σHeIIN(E, d, t)dE
E
, (2.27)

where σ are the bound-free photo-ionization cross-sections (Verner et al.
1996), while EHI, EHeI and EHeII represent the ionization energy of H i,
He i and He ii respectively.

The term N(E, d, t) is the radiation flux at a distance d from the centre of
the source and can be written as

N(E, d, t) = e−τ(E,d,t) Anorm

(d/Mpc)2 I(E), (2.28)

where τ(E, d, t) is the optical depth

τ(E, d, t) =
∑
i

d∫
0

σi(E)ni(r, t)dr, (2.29)
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where the sum is over all species. The normalization coefficient Anorm is
given by

Anorm = Etotal∫
I(E)dE × 4π(Mpc)2 , (2.30)

where Etotal is the total energy output from the source. The above form
of radiation flux assumes spherical symmetry in gas distribution around a
single source and ionization-recombination equilibrium.

The terms fH and fHe represent the effects of secondary ionizations and can
be expressed in terms of the ionized fraction of hydrogen xion (Shull and
van Steenberg 1985),

fH = 0.3908(1− x0.4092
ion )1.7592 (2.31)

fHe = 0.0554(1− x0.4614
ion )1.6660. (2.32)

• Temperature evolution :
The initial temperature is assumed to be uniform with a value T iK(zi) =
2.73 K× (1 + zi)2/(1 + zdec), i.e., we assume that the gas temperature was
coupled to the CMBR temperature till redshift zdec and then evolved as
(1 + z)2 due to adiabatic expansion of the gas. In this study, we have fixed
zdec to be 150 (e.g., Furlanetto et al. 2006). The most prominent heating
processes are the photo-heating due to UV and X-ray flux. The UV-heating
is most prominent near the boundary of the ionized and neutral regions,
while X-ray heating is substantial within the partially ionized and neutral
regions because of the large mean free path of high-energy photons. In
addition, X-rays can increase the kinetic temperature by sufficient Compton
scattering with the free electrons in the medium. Among the various cooling
processes described e.g., in Thomas and Zaroubi (2008), the main cooling
of the IGM comes from the expansion of the universe. The rate equation
of the gas temperature TK is given by

3
2
d

dt

(
kBTKnB

µ

)
= Hheating − Ccooling, (2.33)
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where the terms Hheating and Ccooling represent heating and cooling rate re-
spectively. Photoelectric heating of hydrogen and helium atoms and Comp-
ton heating are the major heating processes that increase the kinetic tem-
perature of the gas. There will be several cooling processes like cooling
due to collisional excitation, collisional ionization, recombination, Free-free
emission and Hubble expansion. Accounting all such processes, one can
write the heating and cooling rate as,

Hheating =fHeat
∑

i=HI,HeI,HeII
n(i)

∫
σi(E − Ei)N(E, d, t) dE

E

+ σsne
mec2

∫
N(E, d, t)(E − 4kBTK) dE (2.34)

Ccooling =
∑

i=HI,HeI,HeII
ζinen(i) [collisional− ionization]

+
∑

i=HII,HeII,HeIII
ηinen(i) [recombination]

+ ωHeIInenHeIII [dielectronic− recombination]
+

∑
i=HI,HeI,HeII

ψinen(i) [collisional− excitation]

+ θff [nHII + nHeII + 4nHeIII]ne [free− free]

+ 2 ȧ
a

(
kBTKnB

µ

)
[Hubble expansion] (2.35)

where kB is the Boltzmann constant, nB is the baryonic number density, µ is
the average molecular weight. ζi and ηi are the collisional-ionization cooling
and recombination cooling coefficients respectively. ωHe ii is the dielectronic
recombination cooling coefficient due to He ii. ψi is the collisional excitation
cooling coefficient and θff the free-free cooling coefficient. The last term of
equation 2.35 represents cooling due to Hubble expansion. The factor fHeat

is the amount of heat deposited by secondary electrons and is given by
(Shull and van Steenberg 1985),

fHeat =

 0.9971(1− (1− x0.2663
ion )1.3163). if xion > 10−4

0.15 if xion ≤ 10−4
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The second term of equation 2.34 is the Compton heating term. σs is the
Thompson scattering cross-section of an electron (σs = 6.6524×10−25 cm2).

• In addition to the ionizing flux, we also keep track of the Lyα flux Jα

around the source. The Lyα flux is assumed to decrease as d−2 with the
radial distance d from the source. In addition to the continuum Lyα photons
from the stellar sources, another source of Lyα photons is the X-rays from
the source. In this case, a fraction of energy from the primary electrons is
spent in exciting the H i, which then generate Lyα photons on relaxation.
Since the Lyα photons travel large distances without being absorbed, we
account for the redshift of photons having energies larger than the Lyα
frequency produced in the source. We have also restricted the Lyα photons
to propagate with the speed of light for a time equal to the age of the
hosting halo.

• We store profiles of the fraction of different species, the kinetic tempera-
ture and the Lyα flux for a wide range of galaxy stellar masses, redshifts,
density contrast, X-ray to UV luminosity ratio and X-ray SED spectral in-
dex. These catalogues are used later to generate global maps of the 21-cm
brightness temperature.

2.6 Signal around individual sources

Before proceeding to the construction of global maps, we validate our code by
studying the behaviour of some basic quantities for an isolated source surrounded
by a uniform IGM. Figure 2.2 shows the ionization, heating and Lyα coupling
patterns around a source which is taken to be a galaxy with stellar mass 108 M�
at z = 10. The results are shown at a time 107 years after the sources began to
radiate. The uniform IGM around the source is assumed to have a density equal
to the mean density of the universe. The different curves in each panel represent
different X-ray properties for the galaxy.

The top left-hand panel of the figure shows the ionization fraction of hydrogen
along the radial direction for different values of fX . One can see that the size
of the H ii region created around the galaxy is as large as ∼ 150 pkpc. In the
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Figure 2.2: The top to bottom rows show the ionization fraction (xHII), kinetic
temperature (TK), spin temperature (TS), the difference between spin and kinetic
temperatures (TS − TK) and differential brightness temperature (δTb) distribution
around a galaxy with stellar mass 108 M� at a time 10 Myr after the source starts
radiating. The surrounding IGM is taken to be uniform with mean density of the
universe at redshift 10. In first column, the three curves represent three different
level of X-rays from the source (X-ray to UV luminosity fractions fX=0.0 (solid
red), 0.05 (long dashed blue) and 0.1 (dotted magenta curve)), while the power law
spectral index α is kept fixed (1.5). The three curves in second column represent
three different values of α (0.5, 1.0, 1.5 respectively) while fX = 0.05 is kept fixed.
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absence of X-rays (fX = 0) the ionization front shows a sharp transition, while
in the presence of X-rays the transition between ionized to neutral medium is
relatively smooth. The reason behind this is the presence of high-energy photons
in the spectrum, which have longer mean free paths and are efficient in partially
ionizing the gas. Note that the increase in the X-ray luminosity does not increase
the size of the fully ionized H ii region, but creates a partially ionized region of
larger size beyond the H ii region. The top right-hand panel of Figure 2.2 shows
the H ii fraction for different values of the X-ray spectral index α. A larger α
implies a steeper spectrum, which in turn implies an increase in the number of
soft X-ray photons for a fixed fX . As a result, the size of the partially ionized
region is larger for a higher value of α.

Panels in the second row of Figure 2.2 show the kinetic temperature TK pattern
around the isolated source. It is clear from the left-hand panel that the presence
of X-rays affects the temperature profile quite drastically. Firstly, there is a rise in
TK in the ionized region when fX is increased; this is mainly due to the Compton
scattering of X-ray photons with free electrons. The size of the heated region
is larger than the H ii region in the presence of X-rays, with the size increasing
with increasing values of fX . Because of the larger mean free paths of high-energy
photons, TK shows a very smooth transition from the central highly heated (∼ few
104 K) region to far away cold region (∼ few K) in the presence of X-rays, while
the transition is sharp in the absence of X-rays. Even when the ratio of X-ray to
UV luminosity is as small as 5%, regions as far as few hundreds of pkpc from the
source have temperatures larger than the CMBR temperature. With sufficient
Lyα coupling, this heated region will show the signal in emission. An increase in
α results in a larger number of soft X-ray photons, hence the temperature of the
ionized region increases and so does the size of the heated regions as is seen from
the right-hand panel of the second row.

The pattern of the spin temperature TS as calculated using equation 2.2 is
shown in the third row from the top. It is clear from the plots that TS closely
follows TK at distances close to the source, while it tends to follow Tγ at larger
distances. This behaviour can be explained by the d−2 decline in the Lyα flux Jα
from the source, which makes the Lyα coupling stronger closer to the source and
weaker at larger distances.

In order to show the differences between TS and TK, we plot the function
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TS−TK as a function of distance from the source in the fourth row from the top.
As expected, TS = TK close to the source because of strong Lyα coupling, and
this relation holds for distances ∼ 300 − 400 pkpc which are much larger than
the H ii region. If we look at larger distances, the Lyα coupling weakens and TS

gradually tends towards Tγ. Hence one cannot work with the simple assumption
that TS follows TK at early stages of reionization. Since the value of TS − TK is
essentially determined by the Lyα coupling, which in turn is mainly determined
by Jα from the central source, we find that the curves are almost independent of
the X-ray properties of the source.

The bottom row shows the 21-cm signal δTb profile around the source. As is
already known (Alvarez et al. 2010; Thomas and Zaroubi 2008; Yajima and Li
2014), there are four main regions in the profile starting from the centre going
outward: (i) the signal vanishes completely in the H ii region, (ii) there is an
emission region just beyond the H ii region arising from X-ray heating in the
partially ionized medium, (iii) the signal decreases and turns into an absorption
feature because of the decrease in the value of TK and finally (iv) the absorption
signal decreases and gradually vanishes as the Lyα coupling becomes weaker.
When fX = 0, the heating due to X-rays is absent. Hence the second region with
emission signal is obviously absent, and the absorption signal is much stronger. As
the value of fX is increased, the size of the region with emission signal increases,
however, the amplitude of the signal remains almost the same. The amplitude of
the absorption signal in the third region decreases with increasing fX . Similarly,
increasing the value of α shows a similar effect on the emission and absorption
signal.

2.7 Global maps

Having discussed the generation of ionization and temperature maps around an
isolated galaxy, we now discuss the method for generating such maps in the full
simulation box. Our treatment closely follows that of Thomas et al. (2009) to
account for overlap between the individual patterns, though we have introduced
some modifications in the method which are discussed below.

The method starts by listing the location and mass of all the sources in the
box. One then determines the radius RHII of the H ii region, defined as the
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distance at which xHII falls to xth
HII = 0.5, for each source. Since the ionization

profile shows a sharp drop from xHII = 1 to xHII ∼ 0.1 for the values of fX and α
considered in this chapter, varying the threshold value in the range 0.1 < xth

HII < 1
should not affect our results. For a given source the average H i number density
is measured within a sphere of radius R0 around the source. Initially, R0 is taken
to have a small value. Having found the overdensity within R0, we find out the
radius of the ionization front R1 for the source from the 1D catalogue as obtained
in Section 2.5. If R0 is taken to be sufficiently small, we usually end up with
R1 > R0. Since the sources form preferentially at high-density peaks, we expect
the average density within the sphere to decrease with increasing radius. Hence
we take R1 to be the next guess for R0 and iterate the process till R1 ≈ R0. We
then assign the radius of the H ii region to be RHII = R1. Let us denote the radius
of the H ii region and the mean hydrogen number density within the H ii region
for ith source to be Ri

HII and niH−1D, respectively.
Having found the quantities Ri

HII and niH−1D, the correct ionization and heat-
ing profile around the source can be selected from the previously generated cata-
logue of 1D profiles. While assigning the ionization profile within the H ii region
is straightforward, one needs to be slightly careful while assigning the ionization
fraction in the partially ionized regions. If one assigns the same profile corre-
sponding to niH−1D in the partially ionized region, as is done by Thomas et al.
(2009), then there will be an underestimation in the value of ionization frac-
tion. This is due to the fact that the average density decreases with distance
from the source. In order to account for this effect, we assume that the num-
ber of photons from the ith source at a point x in the partially ionized region
is given by xiHII−1D(x) × niH−1D, where xiHII−1D(x) is the ionization fraction as
obtained from our catalogue of 1D profiles. If the number density of hydrogen
in that particular pixel is nH(x), then the ionization fraction will be modified
to xiHII−1D(x) × niH−1D/nH(x). Note that we do not account for the fact that
the number of recombinations will also be less for lower densities as that would
involve modelling of sub-grid physics.

When the individual H ii regions overlap there will be excess photons residing
at the overlapped regions which need to be accounted for. Following Thomas
et al. (2009) we use an iterative process to estimate the total number of excess
photons in the overlapping regions and distribute them among the contributing
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Figure 2.3: The cartoon depicts the overlap of H ii bubbles in the simulation
box. While the bubble around source S1 does not encounter any overlap with
other bubbles, the overlap occurs for sources like S2 and S3. The unused ionizing
photons for sources S2 and S3 (in the black regions) are distributed equally to the
sources S2 and S3. The increase in the H ii bubble radius is shown by the light
colour region, while the isolated H ii bubbles are shown by deep colour regions.
In the case of S4, S5 and S6 group, the excess photon corresponding to source S4
is half of unused photons in the overlap regions between S4 and S5 bubbles. The
excess photon for S6 is also calculated in the same way. However, the excess photon
for S5 comes from the overlap regions (S4, S5) and (S5, S6).
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ionizing sources. Figure 2.3 shows a cartoon of the overlap between H ii bubbles.
The main difference between our approach and that of Thomas et al. (2009)
arises while assigning the ionization profile in the partially ionized regions. In
the presence of X-rays, these regions are larger than the H ii region and hence
their overlap begins much earlier. The ionization fraction in overlapping partially
ionized regions is given by

xHII(x) =
∑
i x

i
HII−1D(x)× niH−1D ×

(
1− xi−1

HII (x)
)

nH(x) , (2.36)

where the index i is summed over all overlapping sources. Here xi−1
HII (x) denote

the ionization fraction obtained after overlapping i−1 number of sources. We use
x0

HII(x) = 0. The term
(
1− xi−1

HII (x)
)
takes care of the fact that the ith source

encounters an already partially ionized IGM, due to overlap between previous
i− 1 number of sources, before contributing the ionizing photons.

The heated regions too extend well beyond the H ii regions, and hence they
start overlapping very early during reionization. Let a point be heated up by
photons from n sources. Let {T1, T2, .., Tn} be the set of temperatures at that
point obtained from the catalogue of 1D profiles for these sources. In such a
situation, a possible approach could be to assign the temperature in the overlap
region by invoking the conservation of energy (Thomas et al. 2009). This approach
embeds the 1D TK profiles around the sources and calculates energy deposited
from each source in each pixel within the sphere of influence in the simulation
box. In the case of overlapping between different TK profiles, the total energy at
each location is calculated and the energy is distributed among all the overlapping
sources. Thomas et al. (2009) change the normalization constant of the SED of
the sources accordingly to account for the excess energy due to overlap. Then,
the study used modified TK profiles with new normalization constant to generate
TK maps. In our study, however, we have used a different approach which is more
straightforward to implement.

Our approach is based on the correlation between TK and xHII in the heated
regions for isolated sources. Figure 2.4 shows the plot of TK as a function of
xHII for different types of source properties. The top left-hand panel shows the
plot for different stellar masses in the galaxy, the bottom left-hand panel shows
the same for different values of the density contrast, the top-right is for different
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(top right), IGM density contrasts (bottom left) and X-ray power law spectral
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2.7 Global maps

values of fX and the bottom right-hand panel shows the plots for different values
of α. Clearly a strong correlation exists between TK and xHII for xHII < 0.1 and
this correlation is completely independent of the source properties and densities
for fX > 0. Thus we can use this correlation for determining the temperature in
the overlapped regions given that we already know how to estimate the ionized
fraction. This method is expected to be inaccurate for 0.1 < xHII < 1, however,
the fraction of such points is negligible as can be seen from the top panel of Figure
2.2. In addition, these points are highly heated and have strong Lyα coupling,
thus making the signal almost independent of TK. The correlation is somewhat
different when fX = 0. In such cases, however, we find that the temperature
falls sharply beyond the H ii regions and hence the IGM can be treated as a
two-phase medium characterized by the complete ionized and neutral regions.
Thus we can still estimate the TK from the correlation without introducing any
significant error.

Finally, we discuss how to deal with points which receive Lyα radiation from
more than one source. In this case, accounting for overlap is almost trivial as
Jα essentially measures the number of Lyα photons and hence one just has to
add the fluxes from different sources (Thomas and Zaroubi 2011). The brightness
temperature maps from the simulation are described in Chapter 3.
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3 | 21-cm signal from cosmic dawn:
Imprints of spin temperature
fluctuations and peculiar ve-
locities

This chapter contains material that has been published in Ghara et al. (2015a).

3.1 Introduction

The H i 21-cm signal will be observed against the CMBR. The signal will be
observed in either emission or absorption depending on whether the H i spin
temperature is higher or lower than the background CMBR temperature. It is
often assumed that the spin temperature is highly coupled with the IGM kinetic
temperature and much higher compared to the CMBR temperature right from
the birth of first light sources i.e, when reionization process starts (Battaglia
et al. 2013; Choudhury et al. 2009; Datta et al. 2012a; Furlanetto et al. 2004a;
Iliev et al. 2014; McQuinn et al. 2006; Mesinger and Furlanetto 2007). This
leads to a situation in which the 21-cm signal is independent of the exact value
of the spin temperature. However, these assumptions may not hold during the
initial stages of reionization or the cosmic dawn. Although a small amount of
Lyα photons is enough for establishing the coupling, it is possible that even that
small number of Lyα photons is not available at every location in the IGM. The
heating of the IGM is also highly dependent on nature, total number and spectra
of X-ray sources at cosmic dawn which are all unknown. In a situation where the
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collisions (between H i atoms or H i atoms and free electrons) become inefficient
and Lyα photons are only confined near the sources, the coupling between the
IGM kinetic temperature and H i spin temperature becomes inhomogeneous.
Even if the coupling is strong and complete, the heating could be incomplete and
inhomogeneous due to lack of X-ray photons. This would lead to fluctuations in
the spin temperature and consequently additional features in the 21-cm signal.
Recently there has been several attempts in order to understand the effect of
spin temperature fluctuations on the observed H i 21-cm signal during the cosmic
dawn (Baek et al. 2009; Barkana and Loeb 2005b; Chuzhoy and Zheng 2007;
McQuinn 2012; Santos et al. 2008; Semelin et al. 2007; Thomas and Zaroubi
2011). Models with complete Lyα coupling and heating predict the variance of
H i brightness temperature fluctuations to be a few 10 mK2, while the same
quantity for inhomogeneous Lyα coupling and heating model could exceed few
100 mK2.

Efforts are also in place to understand the heating from different kind of
X-ray sources such a mini-quasars (Thomas and Zaroubi 2011), X-ray binaries
(Ahn et al. 2015; Fialkov et al. 2014), and thermal emission from hot interstellar
medium (Pacucci et al. 2014). Because of their large mean free path, the hard
X-ray photons can penetrate a few tens of Mpcs in the IGM (Shull and van
Steenberg 1985), while soft X-ray photons will be absorbed within a smaller
distance from the sources and as a result, the heating will be very patchy. The
heating pattern will be very different in the case of high-mass X-ray binaries when
compared to mini-quasars or hot interstellar medium as they do not contain a
very large amount of soft X-rays (Fialkov et al. 2014; Pacucci et al. 2014). It has
also proposed that measurements of H i 21-cm power spectrum from the cosmic
dawn will reveal the amount of X-ray background (Christian and Loeb 2013) and
the spectral energy distribution of X-ray sources (Pacucci et al. 2014).

In this chapter, we present the effects of inhomogeneous Lyα coupling and
IGM heating on the H i 21-cm signal from the reionization epoch and cosmic
dawn using a semi-numerical code which is described in Chapter 2. We consider
mini-quasar like objects ( defined as galaxies with intermediate mass black holes
in the range of 103 − 106 M�) as X-ray heating sources and focus on statistical
quantities such as the variance and power spectrum of the H i brightness temper-
ature fluctuations which are among the primary goals of instruments like LOFAR
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and SKA.
Our major effort, in this Chapter, has gone into understanding the effect of

the peculiar velocity on the H i 21-cm signal from the cosmic dawn. The peculiar
velocity has a significant impact on the reionization and pre-reionization H i 21-
cm signal (Bharadwaj and Ali 2004). This also makes 21-cm power spectrum
anisotropic (Barkana and Loeb 2005a; Majumdar et al. 2013). Recently, it has
been shown that the peculiar velocity can boost the H i power spectrum by
a factor of ∼ 5 at large scales during the initial stages of reionization when
xHII . 0.2 (Jensen et al. 2013; Mao et al. 2012). During the same period, power
spectrum becomes highly anisotropic which is detectable with LOFAR 2000 hrs of
observations. It was also suggested that such observations could tell us whether
reionization occurred inside-out or outside-in (Jensen et al. 2013; Majumdar et al.
2013). However, all results described above is based on the assumption that
the spin temperature is much higher than the CMBR temperature. Here we
investigate how the above results change once the heating and Lyα coupling is
calculated self-consistently. As we see later, implementing the peculiar velocity
effect on the signal during this epoch is slightly different compared to the case
when the spin temperature is much higher than the CMBR temperature. Apart
from that, we investigate how peaks in the power spectrum can be used to extract
information about the ionization state and size of the ‘heated bubbles’.

The plan of this chapter is as follows: In Section 3.2 we have briefly described
the method to incorporate the peculiar velocities (or commonly known as the
redshift-space distortion ) into the calculation of δTb. In Section 3.3 we discuss
the main results of our analyses. Results related to reionization models contain-
ing only high-mass sources have been described in Section 3.3.1. The globally
averaged ionization and heating properties of our models are discussed in Section
3.3.1.1 while the fluctuations in the 21-cm signal is described in Section 3.3.1.2.
The main results of this chapter, i.e., the effects of the peculiar velocities on the
21-cm signal are discussed in Section 3.3.1.3. In Section 3.3.1.4, we see whether
our conclusions are unchanged when the X-ray properties of the sources are var-
ied. In Section 3.3.2, we have described the effect of small-mass haloes on the
results, and we have checked the robustness of our results with respect to the
resolution of the simulation box in Section 3.3.3. We summarize and discuss our
main results in Section 3.4. Throughout the chapter, we have used the cosmo-
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logical parameters Ωm = 0.32, ΩΛ = 0.68, ΩB = 0.049, h = 0.67, ns = 0.96, and
σ8 = 0.83 which are consistent with the recent results of Planck mission (Planck
Collaboration et al. 2014a).

3.2 Redshift-space distortion

As the 21-cm signal is a line emission at a rest frequency of 1420 MHz, observa-
tion of this redshifted signal at a particular frequency (νobs) can be mapped to
a redshift given by 1 + z = 1420 MHz/νobs. Thus the observations of the red-
shifted signal map the redshift-space, instead of the real-space. As the line of
sight velocity component of the gas modifies the cosmological redshift, real-space
distribution of the gas will be different from the redshift-space distribution. If
the peculiar velocities of the gas are taken into account, the over/under dense re-
gions in the real-space will appear as more over/under dense in the redshift-space.
Thus in principle, the redshift-space distortion (RSD) can introduce anisotropies
in the 21-cm power spectrum (see Barkana and Loeb 2005a; Bharadwaj and Ali
2005; Mao et al. 2012, for detailed reviews of the theory).

The method for implementing the effect of peculiar velocities on the reion-
ization 21-cm signal during the ‘emission’ phase (i.e, TS � Tγ) is reasonably
well-studied (Jensen et al. 2013; Majumdar et al. 2013; Mao et al. 2012; Mellema
et al. 2006). The situation is different in our case because at high redshift there
are regions where Lyα coupling is not sufficiently strong and regions which may
not be highly heated. We follow a method outlined in Mao et al. (2012) with cer-
tain modifications to account for the fluctuations in the spin temperature. Here
we explain the methods (used in this thesis) to incorporate the redshift-space
distortion effect to the signal.

We will now describe two separate methods to incorporate the effect of pecu-
liar velocities of the gas in the IGM. The first method is based on the particle
movement along the line of sight and the second method is based on the move-
ment of the simulation cells along the line of sight. While the first method is more
accurate compared to the second, it is computationally very expensive. The de-
tails of the methods can be found in Mao et al. (2012). Please note that we
have used the particle movement method in Ghara et al. (2015a) which is also
described in this chapter, while we use the cell movement method in Ghara et al.
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(2015b) (described in Chapter 4).

3.2.1 Particle movement method

We know the positions and peculiar velocities of all the dark matter particles at
a certain redshift in our simulation box. Let the ith dark matter particle have
position (xi, yi, zi) and velocity (vix, viy, viz) and have an associated hydrogen mass
M i

H. We also know the neutral fraction of hydrogen and spin temperature at the
grid point that contains the particle. For the scenario where TS � Tγ, the mass
of the neutral hydrogen associated with the ith particle can be written as

M i
HI = M i

Hx
i
HI, (3.1)

where xiHI is the neutral fraction of hydrogen associated to the particle. This
is sufficient in case the only fluctuations in δTb arise from the neutral hydrogen
field. If we want to account for the spin temperature fluctuations, we need to
modify the above relation suitably. Since the fluctuations in δTb arises from the
combination xHI (1− Tγ/TS), we define an effective H i mass associated with the
particle as

M̃ i
HI = M i

Hx
i
HI

(
1− Tγ

TS

)
. (3.2)

If the line of sight is taken to be along the x-axis, the position of the particle
s in redshift-space coordinate will be given by,

six = xi + vix(1 + zobs)
H(zobs)

, siy = yi, siz = zi, (3.3)

where zobs = (1 + zcos)(1− vix/c)−1− 1 is the observed redshift and zcos is the cos-
mological redshift. Once this mapping from x→ s is established, we interpolate
the H i contributions M̃ i

HI of each particle to an uniform grid in the redshift-space.
The resultant δTb map will contain the effects of redshift-space distortions which
would correspond to the observed signal.

3.2.2 Cell movement method

Though it is recommended to use the particle movement method to incorporate
the effect of peculiar velocities, the cell movement method (or Mesh-to-Mesh
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(MM)-RRM scheme) of Mao et al. (2012) is time efficient and computationally
easy to implement the redshift-space distortion. The steps to include the peculiar
velocity effects into the δTb maps using the cell movement method are given below.

(i) The steps to generate δTb maps without RSD are described in Section 2.7.
The velocity fields in the radiative transfer grids are generated from the N -body
simulation using SPH−like smoothing. We assume that the line of sight velocity
components of the cells correspond to the velocity at the middle of the respective
cells and calculate the line of sight velocities at the cell boundaries using linear
interpolation. Let us denote the real-space position and velocity components of
a cell boundary as (x, y, z) and (vx, vy, vz) respectively. If the line of sight is
x−axes, then the redshift-space position (sx, sy, sz) of the cell boundary can be
written as

sx = x+ vx(1 + zobs)
H(zobs)

, sy = y, sz = z, (3.4)

where zobs = (1 + zcos)(1 − vx/c)−1 − 1 is the observed redshift and zcos is the
cosmological redshift. The cells will appear elongated or shrunk along the line of
sight direction depending on the line of sight velocities at the boundaries.

(ii) There will be sufficient overlap between the cells in redshift-space along
the line of sight. Also, there may be situations like the fingers of God, where the
two nearby cell boundaries along the line of sight can cross each other. In that
case, we have to switch the cell boundaries to keep the length of the cell positive.
We re-grid the brightness temperature from the real-space to the redshift-space
grid with the same resolution, where the overlaps between the cells are taken into
account. The differential brightness temperature in the re-gridded cell (i′, j, k) is
given by,

δT sb(i′, j, k) =
∑
i

∆Lsi,i′
∆s′i

δTb(i, j, k), (3.5)

where ∆s′i is the length of the i th cell in the redshift-space along the line of sight
and ∆Lsi,i′ be the length of the cell that belongs to i′ cell in the real-space.
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Figure 3.1: Evolution of volume weighted ionization fraction of hydrogen and
heated fractions of the IGM for different X-ray luminosities of the source. The
thin solid red, dashed green and thick solid blue curves represent the evolution of
xHII for fX = 0, 0.05 and 0.1 respectively. The value of α is taken to be 1.5. The
fractional volume occupied by heated regions (defined as those with TK > Tγ) are
represented by the other three curves. These models are for the scenario where
reionization is driven by haloes identified using spherical overdensity halo-finder in
the simulation box.

3.3 Results

We present the results of our analysis of the 21-cm signal in this section. As
mentioned in Section 2.2, the signal depends on the neutral hydrogen fraction,
kinetic temperature, the Lyα coupling and the line of sight velocity of the neutral
gas. The model we have used accounts for all these effects. However, it is im-
portant to note that there exist studies which simply assume TS � Tγ, which is
obtained when the medium is highly heated (TK � Tγ) and Lyα coupling is very
strong (TS = TK). In such cases, the effect of fluctuations in TS on the signal can
be ignored. Similarly, many studies ignore the effect of redshift-space distortion.
While presenting our results using the model where all the effects are accounted
for, we will also look into the effects of not accounting for the fluctuations in TS.

The details of the N -body simulation used in this chapter is described in
Section 2.3.1 of Chapter 2. In this chapter, we have considered galaxy and mini-
quasar type sources. The details of these sources are given in Section 2.4 of
Chapter 2.
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3.3.1 Reionization driven by only high-mass sources

In this section, we present the nature of signal if reionization is driven solely
by high-mass sources. These sources are identified using spherical overdensity
method from the N -body simulation. The minimum mass for this study is 3.89×
109 h−1 M�. We will discuss the effect of small sources on the signal later in a
separate section.

3.3.1.1 Global ionization and heating history

Before carrying out any analysis, we need to fix the value of the star-forming
efficiency f?. As mentioned earlier, the value of f? would determine the global
reionization history. Hence, we fix its value by demanding that it matches the
electron scattering optical depth τ as observed by the CMBR observations. We
find that, in the absence of X-rays (fX = 0), the choice f? = 0.03 gives τ = 0.08
which is consistent with the observed constraints (Hinshaw et al. 2009). Adding
X-ray photons to the luminosity increases the value of τ , however, the effect is
quite small. For example, using fX = 0.1 with α = 1.5 increases τ to 0.089
which still is consistent with the CMBR constraints. Hence, we fix the value
f? = 0.03 and concentrate on studying the effects of changing the values of fX
and α. The evolution of the ionized hydrogen fraction xHII is shown in Figure
3.1. Most of the reionization process occurs between redshifts 16 and 8 during
which the ionization fraction grows from 0.01 to 1. Since our simulation boxes
are not equipped for treating small-mass haloes, the reionization occurs faster
than what would be allowed by quasar spectra constraints at z ≈ 6 (Bolton and
Haehnelt 2007; Choudhury and Ferrara 2006; Fan et al. 2006b, 2003; Gunn and
Peterson 1965; Malhotra and Rhoads 2006). However, since the main purpose of
this chapter is to study the effects of peculiar velocities on the 21-cm signal, we did
not concern ourselves too much on reproducing the reionization constraints. As
mentioned earlier, we have also checked whether ignoring the small-mass haloes
at early stages has any effect on our conclusions, which we will discuss later in
Section 3.3.2.

We can see from Figure 3.1 that increasing the value of fX causes reionization
to occur earlier, though the effect is not that drastic (at least for fX < 0.1, the
highest value of fX considered in this chapter). However, the heating pattern
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Model Lyα coupling Heating

A coupled heated

B coupled self-consistent

C self-consistent self-consistent

Table 3.1: Different kinds of models considered in this chapter. The terms ‘cou-
pled’ and ‘heated’ represent the scenarios xα � 1 and TK � Tγ respectively.

is very sensitive to the value of fX . As can be seen from the figure, the volume
fraction in which the kinetic temperature is above the CMBR temperature reaches
unity only at z ≈ 8 (at the same time when reionization is complete) for fX = 0,
while the same happens much earlier, at z ≈ 12(14) for fX = 0.05(0.1).

We have considered a number of models in this chapter which depending on
the how various effects have been accounted for. These models are summarised in
Table 3.1. Unless otherwise specified, the parameters related to the X-ray sources
are fixed to be fX = 0.05 and α = 1.5. For model A, we have assumed the IGM to
be uniformly heated and the Lyα coupling to be highly efficient, thus making the
signal independent of TS. Model B accounts for the fact that the IGM may not be
uniformly heated, i.e., the pattern of TK is calculated self-consistently, however,
the Lyα coupling is still taken to be highly efficient, thus making TS = TK. In
model C, the Lyα coupling too is calculated self-consistently accounting for the
inhomogeneities in the Lyα flux Jα. These models are similar to those considered
by, e.g., Baek et al. (2009).

The evolution of the volume averaged brightness temperature δTb is shown in
Figure 3.2. For model A, the IGM is assumed to be heated and Lyα coupled, thus
the brightness temperature is always positive and essentially traces the neutral
hydrogen distribution. Once the non-uniform heating is accounted for (model B),
the signal shows absorption at earlier times. This represents colder regions in the
IGM where the X-ray flux may not have percolated as yet. As the fraction of
regions with X-ray heating increases, the signal shows up in emission and follows
model A at later stages. Since the Lyα coupling is assumed to be strong, TS = TK,
and hence the signal is always non-zero (except for the point where TK = Tγ).
When the effects of Lyα coupling are treated self-consistently (model C), the
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Figure 3.2: Evolution of volume weighted brightness temperature for model A
(solid red curve), B (dotted green curve) and C (dashed blue curve) with redshift.
The X-ray properties are chosen such that fX = 0.05 and α = 1.5. The dash-dot
blue curve represents model C with a higher value of fX = 0.1. These models are
for the scenario where reionization is driven by haloes identified using spherical
overdensity halo-finder in the simulation box.

TS can depart from TK towards Tγ at earlier stages when the coupling is not
efficient enough, and hence δTb tends to vanish. As soon as the ionized fraction
xHII ∼ 0.05, the Lyα coupling seems to be sufficiently strong so that model C
and B becomes identical. We also show in the figure the δTb evolution when the
fraction of X-rays is increased fX = 0.1 in model C. Clearly, the effects of heating
are visible relatively early in reionization history. It is interesting to note that
all the models A, B and C are identical when xHII & 0.2 and the assumption of
TS = TK � Tγ works extremely well in these stages. It is only at very early stages
that we need to account for the fluctuations in the spin temperature (Baek et al.
2009; Mesinger et al. 2013; Pritchard and Loeb 2012; Santos et al. 2008; Thomas
and Zaroubi 2011).

3.3.1.2 Fluctuations in the brightness temperature

Since the main target of the radio interferometers is to measure the fluctuations
in the 21-cm signal, we discuss how different effects impact the fluctuations. The
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maps of δTb obtained from a random slice through our simulation box is shown
in Figure 3.3. The left-hand panels show the maps for model A for three different
redshifts z = 19.2, 15.4, 9.6 respectively. Since this model corresponds to the
case TS ≈ TK � Tγ, the brightness temperature essentially follows the neutral
hydrogen distribution. In the absence of any significant sources at z = 19.2, the
IGM is neutral and the fluctuations are mainly those corresponding to underlying
dark matter density field. One can see spherical ionized bubbles appearing in the
slice at z = 15.4, where the signal drops to zero. These bubbles percolate in the
IGM and gives the patchy reionization map at z = 9.6 as is expected.

The middle panels of Figure 3.3 show the brightness temperature maps for
model B where it is assumed that TS ≈ TK but the temperature TK is estimated
self-consistently. At early stages z = 19.2, the map for model B is very different
from that for model A because the effect of X-ray heating is not that strong. In
fact, most of the IGM shows up in absorption because it is colder than the CMBR.
Once the sources form, the signal shows a number of features. One can identify
the spherically-shaped regions around the sources where the signal vanishes as
expected. However, there is a “ring” of emission which corresponds to the regions
which are heated by X-ray from the sources. As the effect of X-rays decreases
away from the sources, the emission signal drops, changes sign and shows up in
absorption. At this stage, the maps have both emission and absorption features
(Baek et al. 2010; Mesinger et al. 2013; Santos et al. 2008; Thomas and Zaroubi
2011). As we come to lower redshifts z = 9.6, the X-ray heating is dominant all
over the IGM and model B is almost identical to model A.

The right-hand panels of Figure 3.3 show the maps of δTb for the model C.
The main difference between this model and B is at very early stages z = 19.2.
Since the Lyα coupling is calculated self-consistently using the value of Jα, the
map shows effects of inefficient coupling when sources are sparse. As a result, the
magnitude of the absorption signal is less than that in model B. However, since
one requires only a small amount of Lyα radiation for efficient coupling, we find
that the differences between model B and C go away by z = 15.4.

The same conclusions can be drawn if we plot the power spectrum of δTb for
the three models, which is done in Figure 3.4. It is clear that at relatively later
stages of reionization z = 9.6, all the models overlap with each other when the
signal traces the H i distribution. At z = 15.4, model B and C differ from A
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Figure 3.3: The brightness temperature maps for three different redshifts 19.2,
15.4 and 9.6 for model A,B and C for the reionization scenario driven by haloes
identified using spherical overdensity halo-finder. Model A assumes the IGM to
be Lyα coupled and highly heated (TS � Tγ). Model B assumes the IGM to
be strongly Lyα coupled but self-consistently heated with X-ray source properties
fX = 0.05 and α = 1.5 (TS ≈ TK), while model C considers Lyα coupling and
X-ray heating self-consistently.
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respectively.

because of the inhomogeneities in the X-ray heating which is not accounted for in
A. Since there are regions showing strong absorption signals in models B and C,
it leads to a stronger contrast in the maps, and hence the amplitude of the power
spectrum is much larger (almost ∼ 30 times). Interestingly, the power spectra
for these models show a “bump” or a peak around kpeak ≈ 0.2 Mpc−1. This scale
corresponds to the typical sizes of regions which are heated by the sources, i.e.,
the sizes of the heated bubbles. In fact, one can estimate the typical radius of
heated regions as Rheat = 2.46/kpeak (Friedrich et al. 2011), which in our case
turns out to be ∼ 12 Mpc. The amplitude of this peak is determined by the
contrast in the signal between heated (i.e., emission) and colder (i.e., absorption)
regions. This feature was noted in simulations of Baek et al. (2009) too. Since the
peak has a relatively high amplitude (∼ 5000 mK2) it can easily be detected by
an instrument like the SKA. The size of a typical heated region is an important
parameter which can help in constraining the nature of X-ray sources such as
the SED and the total X-ray flux. At the earliest stages (z = 19.2), the effects
of inhomogeneous Lyα coupling makes model B different from C. As is clear,
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Figure 3.5: Evolution of δTb power spectrum at scale k = 0.1 Mpc−1 for model
A (solid red), B (dotted green) and C (dashed blue) respectively. These results
are for the scenario where reionization is driven by haloes identified using spherical
overdensity method.

because of inefficient Lyα coupling in regions away from sources, the brightness
temperature amplitude becomes smaller in model C compared to B. This leads
to a decrease in the power spectrum amplitude.

The evolution of the power spectra for different models for a typical scale
k = 0.1 Mpc−1 accessible to first generation low-frequency telescopes is shown
in Figure 3.5. For model A, the amplitude decreases with increase in ionization
fraction during initial stages of reionization. However as the characteristic size
of the ionized bubbles increase with time, ∆2 starts to increase. This leads to a
prominent trough-like feature at z ≈ 14.2 when the ionization fraction is ∼ 0.05.
The rise in ∆2 at z < 14 is halted when the bubbles start overlapping and the
patchiness in the ionization fraction decreases. At this point, the amplitude is
determined by xHII and hence starts falling as reionization enters its last stages.
Thus a prominent peak at z ∼ 10 is created in the evolution curve of the power
spectrum when the IGM is around 50 % ionized.

At early stages of reionization the power spectra for models B and C are
∼ 100-1000 times larger than predicted by model A. This is simply due to the
fact that the signal is in absorption for models B and C while for model A it
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Figure 3.6: Effects of redshift-space distortion on δTb power spectra for models A,
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method. The thick curves represent the power spctrum without redshift-space
distortion at three redshifts 19.2 (solid red), 15.4 (dotted green) and 9.6 (dashed
blue) respectively. The thin curves represent the corresponding power spectrum
with redshift-space distortion.

is in emission. This difference reduces over time and almost vanishes when the
universe is half ionized around redshift 10.

In addition to the peak arising from xHII fluctuations, there is another peak
at z ∼ 16 for model B. This peak arises because of TK fluctuations due to in-
homogeneous X-ray heating. Since the heating is not efficient at high redshifts,
the signal is in absorption and hence larger than that in model A. As sources
heat up the IGM, the amplitude of the signal decreases and tends towards model
A. Once sufficient heating is completed in the IGM, the signal follows model A.
Model C is quite similar to B except that there is another peak in the amplitude
at z ∼ 19. This peak corresponds to inhomogeneities in Lyα coupling which is
not accounted for in the other models. Once the Lyα coupling becomes efficient
at z ∼ 16, the signal for model C follows B.

3.3.1.3 Effects of redshift-space distortion

As is well known, the effects of including the peculiar velocities in the brightness
temperature calculation are two-fold: one is to introduce anisotropies in the sig-
nal, and the other is to modify the amplitude of the spherically averaged power
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spectrum. In this chapter, we will mostly study the second effect, i.e., the change
in the amplitude because of redshift-space effects. We will also comment on the
anisotropies wherever appropriate.

Before proceeding into presenting our results, let us briefly discuss a quasi-
linear model (Mao et al. 2012) for studying the effects of redshift-space distortion.
In order to see this, let us write equation (2.5) as

δTb(z,x) = δ̂Tb(z)η̄(z)[1 + δρHI(z,x)][1 + δη(z,x)], (3.6)

where
δ̂Tb(z) = 27 x̄HI(z)

(
ΩBh

2

0.023

)( 0.15
Ωmh2

1 + z

10

)1/2
mK, (3.7)

is the average brightness temperature at z and

η(z,x) = 1− Tγ(z)
TS(z,x) . (3.8)

The average value of η is denoted as η̄ while the corresponding contrast is given
by δη = η/η̄ − 1. The power spectrum in the redshift-space can be decomposed
as

P s(k) = P0(k) + P2(k) µ2 + P4(k) µ4, (3.9)

where µ = k‖/|k|, k‖ being the component of k along the line of sight. In
the quasi-linear approximation, the different components appearing in the above
equation are given in terms of the real-space power spectra as

P0(k) =
(
δ̂Tbη̄

)2 [
PδρHIδρHI

(k) + Pδηδη(k) + 2PδρHIδη
(k)
]
,

P2(k) = 2
(
δ̂Tbη̄

)2 [
PδρBδρHI

(k) + PδρBδη(k)
]
,

P4(k) =
(
δ̂Tbη̄

)2
PδρBδρB (k), (3.10)

where δx = x/x̄ − 1 is the contrast of the quantity x. The quantities ρB and
ρHI represent the density of baryons and neutral hydrogen respectively. The
quantities of the form Pδxδx denote the real-space auto-power spectrum of the
quantity x, while Pδxδy are the real-space cross-power spectrum between fields x
and y. The spherically-averaged power spectrum in redshift-space is simply given
by

P s
ave(k) = P0(k) + 1

3P2(k) + 1
5P4(k). (3.11)
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Figure 3.7: The auto and cross-power spectra of baryonic density contrast δρB ,
neutral hydrogen density contrast δρHI and the contrast δη in the term η = 1 −
Tγ/TS at three different redshifts. The solid parts in the cross-power spectra curves
represent positive values, while the other parts represent negative values. The
reionization is assumed to be driven by haloes identified using spherical overdensity
method.

We should mention here that we have not used this quasi-linear model to
calculate any of our results, nor have we verified its validity for our work. The
model is introduced so as to help understand the various properties of the redshift-
space power spectrum in a simple way.

We now present our results incorporating the effects of line of sight peculiar
velocities on the δTb fluctuations. The resulting power spectra for the three
models are shown in Figure 3.6. The left-hand panel shows the results for model
A for three different redshifts and for the cases with and without the redshift-
space distortion. At higher redshifts, the effect of including the redshift-space
effects is to increase the amplitude of the power spectra, without affecting the
shape significantly. For example, the increase in amplitude is about a factor of
1.87 at z = 19.2 and 15.4 at scales probed by our simulation when the redshift-
space distortion is accounted for. This is expected from the quasi-linear model
when there are no fluctuations in TS , i.e., δη = 0 and the H i density follows the
baryonic density field δρHI = δρB . The effect decreases as the neutral hydrogen
fraction decreases further and we find that the effect is negligible for model A
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at z = 9.6. Since the difference between real-space and redshift-space power
spectra for model A is essentially determined by the cross term PδρBδρHI

(k), it is
obvious that the correlation between the underlying baryonic field and the H i field
vanishes when the ionization fronts propagate into the low-density regions at later
stages of reionization.

The situation is clearly different for models B and C at higher redshifts. We
find that the redshift-space power spectra are higher than the real-space ones by
a factor ∼ 1.87 at smaller scales k & 0.4 Mpc−1 at z = 19.2, 15.4, implying that
the fluctuations in TS are negligible at these scales. At larger scales, however,
the TS fluctuations dominate the brightness temperature power spectrum, and
in addition, these fluctuations are not correlated with the baryonic density field.
This makes the effect of redshift-space distortion negligible at scales k . 0.4
Mpc−1. The models B and C are identical to A at z = 9.6, and hence the effect
of redshift-space is not visible.

In order to bring more clarity to these arguments, we plot the various terms
which contribute to the redshift-space power spectrum in Figure 3.7. We show the
plots only for model C. At z = 19.2 and 15.4, the power spectra will be dominated
by the terms PδρBδρB , PδρBδρHI

and PδρHIδρHI
at smaller scales, all of which are almost

identical because of very little ionization. At larger scales, the fluctuations are
dominated by the Pδηδη term. Clearly the spin temperature fluctuations δη are
not correlated with the other fields as is shown by the smallness of the terms
PδρHIδη

and PδρBδη , hence we find that the difference between redshift-space and
real-space power spectra are negligible. The fluctuations in η decrease as the IGM
is heated, however, because the ionization fronts have propagated into low-density
regions by then, the effects of redshift-space distortions are negligible. This can
also be seen in Figure 3.8, where we have plotted the amplitude of the different
components of P s(k) as defined in equation 3.11. It is clear that the second and
fourth order anisotropic terms, due to RSD, are quite small compared to the
µ-independent term throughout the reionization history at large scales. Hence
overall we find that the effects of redshift-space distortion are negligible at large
scales k . 0.4 Mpc−1, though the reasons differ over the history of reionization.
At smaller scales, however, the redshift-space power spectrum is ∼ 2 times higher
in amplitude that the real-space counterpart at early stages of reionization, mainly
because the signal is dominated by the H i fluctuations at these scales. These
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Figure 3.8: Evolution of different components of redshift-space power spectrum
(in linear theory) with redshift in model C for the reionization scenario driven by
haloes identified by spherical overdensity halo-finder. Solid part in the green curve
represent positive value, whereas the dotted dashed part represent negative value.

fluctuations, in turn, are strongly correlated with the density field because of
formation of sources at preferentially high-density peaks.

The evolution of the ratio of the redshift-space and real-space power spectra
for a typical scale k = 0.1 Mpc−1 accessible to first-generation low-frequency
telescopes is shown in Figure 3.9. One obvious conclusion is that the effects of
redshift-space distortion are only visible for model A and that too at early stages
of reionization x̄HII . 0.1. Unfortunately, this model is not appropriate at early
stages of reionization because it does not account for fluctuations in TS. Once
these fluctuations are taken into account, the power at large scales is dominated
by δη contribution which does not correlate with the underlying density field.
Hence the effects of peculiar velocities are negligible at large scales throughout
the reionization history.

We should mention here that the results obtained using our model A are some-
what in disagreement with results obtained using radiative transfer simulations
(Jensen et al. 2013; Mao et al. 2012). For example, the maximum value of the
ratio of redshift and real-space power spectra is ∼ 1.9 in our model A, while the
same rises to ∼ 5 in the case of Mao et al. (2012). The main reason is that there
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Figure 3.9: Ratio of power spectra with and with-out redshift-space distortion as
a function of redshift for models A, B and C at a scale k = 0.1 Mpc−1. The plot
is for the reionization scenario driven by haloes identified by spherical overdensity
halo-finder.

are no small-mass sources (say with halo mass ∼ 108M�) in our simulation box.
As a result, the ionization field is not strongly coupled to the density field. As
a result, the trough in the evolution of the real-space power spectrum around
x̄HII ∼ 0.2 at large scales for model A (see Figure 3.5) is not sufficiently deep
(compared to, e.g., Jensen et al. 2013; Mao et al. 2012). We note that the trough,
which is very prominent in earlier works, is the main reason for the RSD power
spectrum getting enhanced by a factor 5 for x̄HII ∼ 0.2 on large scales. To ad-
dress this issue, we have studied the contribution from small-mass sources using
a sub-grid model which is discussed in Section 3.3.3.

It has been suggested that for scenarios similar to our model A, the anisotropies
in the power spectrum produced by the redshift-space distortion effect is de-
tectable in 2000 hrs of observations with LOFAR (Jensen et al. 2013). It was
also suggested that such observations could tell us whether reionization occurred
inside-out or outside-in (Jensen et al. 2013; Majumdar et al. 2013). However, we
find that the amplitude of the isotropic component P0(k) of the power spectrum
is much larger (∼ 10 times, see Figure 3.8) than the anisotropic terms P2(k) and
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Figure 3.10: Evolution of the RMS of brightness temperature fluctuations
(smoothed over scales of 15 cMpc) as a function of redshift for models A, B and C
with and without the effects of redshift-space distortion. The plot is for the reion-
ization scenario driven by haloes identified by spherical overdensity halo-finder.

P4(k) at large scales (k . 0.4 Mpc−1) in a scenario where the spin tempera-
ture fluctuations δη dominate the power spectrum. Although the inclusion of TS

fluctuations does not affect the amplitude of the anisotropic terms, it still may
have interesting consequences for the detectability of the anisotropic signal . For
example, it has been shown that the cosmic variance/sample variance is an im-
portant factor in extracting the anisotropic term from the total power spectrum
(Shapiro et al. 2013). The errors arising from cosmic variance would be propor-
tional to P0(k) in our case, which can affect the detectability of the anisotropic
components. Though extraction of anisotropy in the µ-decomposition formalism
could be difficult because of the sample variance and the possibility of leaking one
µ-term into other (Jensen et al. 2013; Shapiro et al. 2013), there may be other
ways to extract the anisotropy such as using an orthogonal basis like the Legendre
polynomial formalism (Majumdar et al. 2013). It could be interesting to explore
the possibility for the case where the fluctuations in the spin temperature domi-
nate the H i 21-cm signal. It could also be interesting to explore the possibility of
detecting this anisotropy in intermediate scales (k ∼ 1 Mpc−1) where the effects
of redshift-space distortion are much more significant.
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The root mean square ( RMS ) of H i brightness temperature fluctuations
δTb is another major statistical quantity that will also be targeted by the first
generation instruments (Bittner and Loeb 2011; Jelić et al. 2008; Mellema et al.
2006; Patil et al. 2014b). It is defined as,

RMS(δTb) =

√√√√ 1
N

N∑
i=1

(δTb
i − δTb)2, (3.12)

where N is the number of δTb data cube pixels after smoothing over a scale
of 15 cMpc and δTb is the average value of δTb. The plot of RMS deviation
as a function of z is shown in Figure 3.10. The behaviour of this quantity, as
expected, is very similar to the evolution of ∆2(k) at large scales (Figure 3.5).
It shows three peaks at different locations corresponding to different physical
processes discussed earlier. Recently, it was proposed that a function having a
single peak (e.g., ∝ (z/zR)β (1 + tanh [(z − zR)/∆z])), where β is the power law
index, zR is the location and ∆z is the width of the peak) can be fitted to the
measured RMS vs. z data to reliably extract information about the redshift of
reionization ∼ zR and the duration of reionization ∼ ∆z (Patil et al. 2014b). The
conclusion was based on a reionization model similar to A where the RMS vs. z
curve has just one peak around xHII ∼ 0.5. However in Figure 3.10, we find that
there could be two additional peaks at large scales, due to inhomogeneous Lyα
coupling and heating respectively. The presence of these two additional peaks
makes the interpretation of the measured RMS vs. z slightly more complicated.
In particular, the peak corresponding to the inhomogeneous heating can have a
very large amplitude and can affect the detection of the low-redshift peak in a
noisy data. Fitting a single peak function over the entire range of redshifts could
thus possibly result in misinterpretation of the observations. One should thus
either restrict the analysis within lower redshifts (e.g., 8 < z < 11 for model
C) or choose a function having three peaks. One should also keep in mind that
the influence of the spin temperature fluctuations in the RMS (and also in the
power spectrum) remains for a while even after the entire IGM is heated above
the CMBR temperature.

As expected, we find that the effects of redshift-space on the RMS are negligi-
ble when TS fluctuations are accounted for in the model (model C). This implies
that the modelling of the 21-cm signal at large scales is possible without account-
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Figure 3.11: Evolution of δTb power spectra at k = 0.1 Mpc−1 for three different
values of fX with and without the effects of redshift-space distortion. These models
have only haloes which could be identified using the spherical overdensity halo-
finder.

ing for peculiar velocities of the gas, however, it is critical that one accounts for
the fluctuations in TS.

3.3.1.4 Effect of different X-ray source properties on 21-cm power
spectrum

It is clear from the previous section that the redshift-space effects are negligible
when the X-ray heating and Lyα coupling are accounted for self-consistently. It
is necessary to check whether this result is independent of the parameters related
to the X-ray emissivities, which we do in this section. We will essentially consider
model C where all the physical effects are accounted for self-consistently, and vary
the parameters fX and α to see the effects on the real and redshift-space power
spectrum. In particular, we would concentrate on the evolution of the power
spectrum amplitude at a scale k = 0.1 Mpc−1.

Let us first consider the effect of varying fX and take three representative
values fX = 0, 0.05, 0.1. The corresponding power spectra are shown in Figure
3.11. When fX = 0, the neutral hydrogen will contain almost no photons of
higher energies and hence there would be almost no heating. As a result, the
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neutral regions will be visible in absorption while the ionized regions will show
no signal. This also means there will be no fluctuations in TK once the Lyα
coupling is complete. This is clear from the figure which shows that the case
with fX = 0 contains the initial peak at z ∼ 20 arising from inhomogeneities in
the Lyα coupling. However, as expected the model does not have the subsequent
peak corresponding to the TK fluctuations. The amplitude again peaks because
of the increase in bubble sizes and then decreases as reionization is completed.
The amplitude at these last stages, interestingly, is much larger compared to
the X-ray heated models which is because of the fact that the IGM is cold and
shows strong absorption signal. This model is essentially same as the model
A discussed above but the mean brightness temperature δTb being replaced by
the mean kinetic temperature of the IGM. When fX > 0, the signal shows the
prominent peak corresponding to the TK fluctuations. It is expected that the
amount of heating and the size of the heated regions would increase as the X-
ray intensity increases. This suggests that the IGM will be heated at an earlier
redshift when fX in increased which is clearly seen from Figure 3.11. In fact, the
peak arising from TK fluctuations appear earlier when the value of fX is increased.
Hence the position of the peak as a function of redshift (or frequency of radio
observations) can be used for probing the level of total X-ray background. This
is consistent with earlier results (Christian and Loeb 2013).

As far as the effect of redshift-space distortion is concerned, we find that there
is some difference between the redshift and real-space amplitudes at 13 < z < 18
when fX = 0. This is arising because there are no fluctuations in the spin
temperature at these epochs and hence the model is similar to model A. However,
the moment when fX > 0, the effect of redshift-space distortion vanishes and
becomes independent of the actual value of fX .

The conclusions remain similar when we vary the value of the spectral index
α. The effect of considering different values of α is shown in Fig. 3.12. We find
that the peak related to TK fluctuations appear earlier when α is increased. This
is because for the same value of fX , increasing α means redistributing photons to
relatively lower energies. Since lower energy photons are easier to be absorbed by
H i, the amount of ionization and heating is more. The most interesting aspect
to check is the effect of redshift-space distortions, and we find that the effect is
negligible independent of the value of α.
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Figure 3.12: Evolution of δTb power spectra with redshift at scale k = 0.1 Mpc−1

for three different values of the spectral index α of the mini-quasar SED. The results
are shown for cases with and without the effects of redshift-space distortion. The
value of fX is kept fixed to 0.05. The plot is for the reionization scenario driven
by haloes identified by spherical overdensity halo-finder.
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Figure 3.14: The brightness temperature power spectra as a function of redshift
for models A, B and C at a scale k = 0.1 Mpc−1 for the scenario where small-mass
haloes are taken into account using a subgrid prescription.

It is clear that our results on redshift-space distortion are independent of the
exact X-ray background chosen, as long as it is non-zero. The only effect of
varying fX and α is to change the location of the peak in the power spectrum
amplitude arising from TK fluctuations. In Fig. 3.13, we show the evolution of
the power spectrum amplitude as a function of the heated fraction xheated for
different values of fX and α. We should mention that the quantity xheated is
defined as the fraction of points which have TK > Tγ. It is interesting that for
fX > 0, the location of the peak is independent of the level of X-ray background
or the spectral index of the X-ray sources and appears when xheated = 0.1. It
would be interesting to discuss the possibility of detecting this peak using the
next generation of radio telescopes as that would clearly establish the signature
of fluctuations in the IGM heating. Additionally, the position of the peak will
tell us about the redshift when 10% of the IGM volume was heated above the
CMBR temperature.

3.3.2 Effect of small-mass haloes

In this section, we describe the effects of small-mass haloes on the 21-cm signal,
particularly at large scales. The initial stages of reionization are expected to
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small-mass haloes through a subgrid prescription.

be driven by sources in haloes as small as ∼ 108 M�. One difficulty with the
models we have considered so far is that they do not contain haloes smaller
than 3.89× 109 h−1 M� (set by the particle mass of the simulation and the halo-
finding algorithm), and hence the ionization field is not sufficiently correlated
with the underlying density field. In order to address this issue, we use a sub-grid
prescription to identify haloes with Mhalo < 3.89× 109 h−1M� inside the 100h−1

Mpc box. The details of the prescription is discussed in Section 2.3.2. The results
in this section are obtained using the parameters fX = 0.05 and α = 1.5. We
have varied the parameter f? to obtain a reionization history identical to that in
Section 3.3.1.1. Note that we have not included any effects of radiative feedback
on the small-mass haloes.

The evolution of the brightness temperature power spectra for the three mod-
els A, B and C at a scale k = 0.1 Mpc−1 is shown in Figure 3.14. One can see
that the broad features are similar to that obtained for the scenario with only
high-mass haloes. During the initial stages of reionization, the ionization field
is highly correlated with the density field and hence the trough in the evolution
curve for model A is deeper than previously obtained in Figure 3.5. In the pres-
ence of a large number of small-mass sources, the patchiness in the ionization
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field is decreased as expected. The overall amplitude of the fluctuations in the
brightness temperature is also lower at large scales compared to our fiducial case.
As a result, the amplitude of the heating peak is lower than previously obtained
in model B and C. For example, the heating peak in the evolution of the power
spectrum is ∼ 5 times smaller than that in the previous scenario (reionization
driven by only high-mass sources). We also see a significant difference in the
power spectrum when plotted as a function of the scale shown in Figure 3.15.
First of all, peakiness of the “bump” like feature at large scale noted earlier is
somewhat diminished. This is because the fluctuations are less when small sources
are taken into account. As the number of small-mass sources is very large in this
scenario, the characteristic heated region is also smaller than what was obtained
previously at high redshift. As a result, the scale corresponding to the “bump”
shifts, in general, towards the smaller scales when smaller sources are taken into
account at high redshift. Like in the previous scenario, the heating peak (in the
evolution curve of the power spectrum) occurs when ∼ 10 % gas (by volume) is
heated above Tγ.

For model A, the effect of redshift-space distortion is similar to the results
of the previous scenario (as shown in Figure 3.15). In order to understand the
effect of RSD, we have plotted the ratio of the redshift-space and real-space power
spectra at k = 0.1 Mpc−1 as a function of z in Figure 3.16 for the three models
A, B and C. In this case, the ratio increases initially, which was not found in the
previous scenario (see Figure 3.9). This ratio increases to ∼ 3 when the universe
is ∼ 20% ionized by mass for model A, which is similar to the results of previous
studies like Jensen et al. (2013); Majumdar et al. (2013); Mao et al. (2012). This
increment of the ratio depends on the level of coupling of the ionization field to
the density field. We also checked with a source model similar to Jensen et al.
(2013) and we found the ratio increase even larger than 3 for model A.

For models B and C, the effect of redshift-space distortion is similar at large
scales, as shown in Figure 3.15. The effect of redshift-space distortion is smaller
even in small scales k & 0.4 Mpc−1, which was not seen previously. The rea-
son behind this is the fact that, with a large number of small sources taken into
account, the fluctuations in brightness temperature at small scales too is domi-
nated by TS fluctuations. In another words, the power spectrum at redshift ∼ 15
is dominated by the term Pδηδη (see equation 3.10) even at small scales k ∼ 3
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Mpc−1.
The ratio of the redshift-space and real-space power spectrum for model C,

when plotted as a function of redshift, shows negligible effects for most of the time
as can be seen from Figure 3.16. The effect of RSD is prominent only when the
power spectrum has minima in its evolution, but this effect is for a short period.
As shown in Figure 3.17, the anisotropies in the power spectrum are quite smaller
(except for near the minima or dip in the evolution) than the real-space power
spectrum at large scales and thus the effect of redshift-space distortion is not able
to boost the power spectrum significantly at large scale for model C.

3.3.3 Effect of box size on the 21-cm power spectrum

As mentioned earlier, our fiducial simulation volume does not contain haloes
smaller than 3.89 × 109 h−1 M� which are believed to be the main drivers of
reionization at early stages. We have tried to overcome this difficulty by includ-
ing small haloes using a sub-grid prescription in Section 3.3.2, however, such pre-
scriptions may not be completely accurate. Resolving such small haloes using any
halo-finder requires simulations of very high dynamic range. In order to address
this issue, we run an additional dark matter simulation of size 30 h−1 cMpc with
7683 particles. The mass resolution achieved in this case is 5.254 × 106 h−1 M�
, thus giving a minimum halo mass of 1.05 × 108 h−1 M�. This box is helpful in
probing the effects of small-mass haloes at early stages and also study the effects
of box size and resolution. One should, however, note that this box is too small
for studying the large scales which are expected to be accessible to the first gen-
eration radio telescopes. In this section, we compare the results from the 100h−1

and 30h−1 cMpc boxes, where in both cases the haloes are identified using the
spherical overdensity algorithm.

Figure 3.18 show the effects of including small haloes in the analysis. The
dashed blue curve represents the evolution of ∆2 at a scale k = 0.3 Mpc−1 for the
fiducial model in 100h−1 cMpc box, while the solid red curve represents the same
for the 30h−1 cMpc box with f? kept same as that for 100h−1 cMpc box1. For

1We should mention that we have plotted the power spectra at scale k = 0.3 Mpc−1 in
Figure 3.18 rather than at k = 0.1 Mpc−1 as we had done in earlier sections. This is because
larger scales are not accessible in the smaller 30h−1 cMpc box.
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for two simulations with 30h−1 cMpc and 100h−1 cMpc boxes. The results are
shown for cases with and without the effects of redshift-space distortion.

the same value of the efficiency parameter f?, the presence of small haloes drive
the reionization faster than what is found with the 100h−1 cMpc box. However,
the basic features, i.e., the three peaks in the power spectrum remain the almost
similar in the smaller box. What is interesting to note is that the effect of redshift-
space distortion at these scales is negligible even when the small-mass haloes are
taken into account.

We also study the case where f? is varied for the small box so as to recover
the ionization history identical to what we studied using the 100h−1 cMpc box.
The dotted green curve in Figure 3.18 represents the results for such scenario.
We find that the plots with and without the redshift-space distortion fall on top
of each other. Thus the conclusion that the peculiar velocities do not affect the
large scale power remains unchanged.

3.4 Summary and discussion

The main aim of this chapter is to investigate the effects of peculiar velocities
of the neutral gas and spin temperature fluctuations in the IGM on the spheri-
cally averaged power spectrum of 21-cm brightness temperature during the early
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stages of reionization, i.e, cosmic dawn. We have developed a code, based on
the methods of Thomas and Zaroubi (2008); Thomas et al. (2009), to generate
self-consistent brightness temperature maps. Our method consists of the fol-
lowing main steps: (i) We generate the dark matter density and velocity field
using a N -body code cubep3m (Harnois-Déraps et al. 2013). The same simula-
tion data is used for identifying locations and masses of collapsed haloes. Since
the main purpose of this work is to study the effects of peculiar velocities, it is
important to model the velocity fields and the correlation between density and
velocity fields as accurately as possible, which is only achieved in N -body simu-
lations. (ii) The sources of reionization are modelled assuming each source has
a stellar component and a mini-quasar like component for producing photons.
The stellar component is modelled using a population synthesis code pegase2
(Fioc and Rocca-Volmerange 1997), while the other component was assumed to
have a power-law spectrum. (iii) The radiative transfer was implemented using a
one-dimensional code for isolated sources, and we have accounted for overlaps in
ionized and heated regions of different sources appropriately.

We have validated our code by comparing with various existing results and
found that all the features expected in the fluctuation power spectrum at early
stages of reionization are nicely reproduced in our calculations (see e.g. Baek et al.
2010; Christian and Loeb 2013; Mesinger et al. 2011; Pritchard and Furlanetto
2007; Santos et al. 2008). In particular, we have studied in some detail the
effects of inhomogeneities in the gas temperature and the Lyα coupling. Each of
these effects produces distinct peak-like features in the large-scale power spectrum
when plotted as a function of redshift. The peak which appears the latest in
the history corresponds to the fluctuations in the H i field, which is targeted
by the present generation of radio telescopes. The second peak corresponds to
fluctuations in heating and occurs when ∼ 10% of the volume is heated above the
CMBR temperature. The third peak, which occurs the earliest in reionization
history, arises because of inhomogeneities in the Lyα coupling.

Since the spin temperature fluctuations during the early stages of reionization
introduce two additional peaks in the RMS vs. redshift plot, fitting a single peak
function over the entire redshift range like the one proposed earlier (Patil et al.
2014b) could possibly result in misinterpretation of the data. One can, however,
restrict the analysis within lower redshift (e.g, 8 < z < 11 for model C) or choose
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a function with three peaks. One should also be careful that the influence of the
spin temperature fluctuations in the RMS (and also in the power spectrum at
large scales) remains for a while even when the entire IGM is heated above the
CMBR temperature.

We have considered two different scenarios: (i) when reionization is driven by
only high-mass sources and (ii) when small-mass sources are included as well. In
scenario (i), the heated bubble sizes are large and as there are only rare high-
mass sources, fluctuations in the brightness temperature are larger at large scale
compared to small scale. This causes a “bump” like feature in the power spectrum
when plotted as a function of k, in a situation when the spin temperature is
coupled to the kinetic temperature but the gas is heated inhomogeneously. The
“bump” corresponds to a typical size of the heated bubbles. Thus, this peak can
be used to constrain the sizes of heated bubbles which has further implications
in constraining properties of X-ray sources. In the presence of a large number of
small sources, the fluctuations in δTb is much larger than scenario (i) at small
scale and thus the “bump” is smoothed out to some extent and shifts towards
small scales.

Once we incorporate the effects of peculiar velocities in our model and com-
pare with the case when such effects are absent, we find that at large scales, i.e.,
k . 0.4 Mpc−1, the effects on the spherically averaged power spectra are negligible
throughout reionization history for scenario (i). It is not difficult to understand
the reasons for this: the effect of peculiar velocities is substantial only when the
21-cm fluctuations are correlated with the underlying baryonic density field. At
late stages of reionization (xHII & 0.2), the 21-cm fluctuations are dominated by
the fluctuations in H i field. The ionization fronts at these epochs have percolated
in the low-density cosmological density field and the H i field is not correlated
with the density field any more. Hence one finds no effect of the peculiar veloci-
ties on the 21-cm signal. On the other hand, during early stages of reionization
(xHII . 0.2), the fluctuations at large scales are dominated by the TS fluctuations,
which too are only very mildly correlated with the density field. Interestingly,
if the TS fluctuations are not accounted for in the model, the 21-cm fluctuations
are dominated by H i fluctuations even during early stages. In the inside-out
models of reionization, the H i fluctuations are highly correlated with the density
field and thus one seems to find relatively stronger effects of peculiar velocities on
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the 21-cm fluctuations (see e.g. Jensen et al. 2013; Majumdar et al. 2013, 2014).
In fact for reionization scenario with only high-mass sources, at smaller scales
k & 0.4 Mpc−1, the 21-cm fluctuations even at the early stages of reionization are
dominated by patchiness in the H i field, and it is not surprising that the power
spectrum in the redshift-space is enhanced in the amplitude compared to the
real-space counterpart. In the presence of small-mass sources, the 21-cm fluctua-
tion is dominated by TS fluctuation and thus the effect of RSD is not significant
even at small scales. It was suggested that for a reionization scenario where the
spin temperature is much higher than the CMBR temperature, the redshift-space
distortion effect which makes the power spectrum anisotropic is detectable with
2000 hrs of observations using LOFAR. It was also suggested that such observa-
tions could tell us whether reionization occurred inside-out or outside-in (Jensen
et al. 2013; Majumdar et al. 2013). However, since the isotropic component of
the power spectrum dominates over the anisotropic terms in scenarios where spin
temperature fluctuations are important, the detectability of the redshift-space
distortion effect in the power spectrum needs to be reassessed.

We have checked our conclusions for different X-ray properties of the sources
(i.e., the amount of X-rays produced compared to the UV and the steepness of the
X-ray spectra), and also on the resolution of the simulation box. The conclusions
seem to be quite robust in this respect. It thus implies that the 21-cm fluctuations
would be quite isotropic at large scales throughout the reionization epoch, while
one expects some departures from isotropy at relatively smaller scale k & 0.4
Mpc−1 if reionization is solely driven by high-mass sources.

In future, it would be interesting to study the anisotropies in the 21-cm power
spectrum arising from peculiar velocities at early stages of reionization. While
we expect that the detectability of anisotropies at large scales could be somewhat
challenging because of cosmic variance, it may be easier to detect the anisotropic
signal at smaller scales. The exact nature of this signal depends on the lowest
mass source at that epoch. It would be interesting to explore the possibilities
of constraining early source properties using this feature. Also, one should keep
in mind that we have concentrated only on peculiar velocity effects, while there
could be other sources of anisotropy in the signal. A prominent effect is that of the
evolution of ionization history i.e., the light cone effect (Datta et al. 2014, 2012b;
La Plante et al. 2014; Zawada et al. 2014). The only X-ray sources considered in
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this chapter are mini-quasar like. It would be interesting to extend our analyses
to other types of X-ray sources (e.g., high-mass X-ray binaries) and verify if the
conclusions remain unchanged.
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4 | 21-cm signal from cosmic dawn:
Imprints of the light-cone ef-
fects

The contents of this chapter are taken from Ghara et al. (2015b).

4.1 Introduction

In this chapter, we investigate one of the important line of sight effects i.e, the
‘light-cone effect’ on the 21-cm signal from the cosmic dawn and EoR. While
simulating the signal, it is generally assumed that every part of a simulation
box has the same redshift. We call each such simulation snapshot as ‘coeval
box’. In reality, regions which are nearer to the observer along a line of sight
will have lower redshifts than the regions which are far away. As a result, the
observed signal will have effects of redshift evolution imprinted on it. Studies
through analytical modelling and simulations have been done to understand this
so-called ‘light-cone’ effect on the two-point correlation function (Barkana and
Loeb 2006; Zawada et al. 2014) and power spectrum (Datta et al. 2014, 2012b; La
Plante et al. 2014). Datta et al. (2014) find that, depending on the observational
bandwidth, the effect could enhance the power spectrum by a factor of up to
∼ 5 at the initial stages of the EoR and suppress by a significant amount at the
last stages of the EoR. Interestingly, no significant light-cone anisotropy has been
found in Datta et al. (2014). It has also been noticed that the light-cone effect on
the power spectrum will be significant when it evolves non-linearly with redshift
as the linear evolution is smoothed out (Datta et al. 2012b). However, these
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studies assume that the entire IGM is always heated significantly higher than the
CMBR brightness temperature and that the Lyα coupling is very strong. These
assumptions may hold during the later stages of reionization but may not be
true at the cosmic dawn and the initial phase of reionization. It is believed that
the inhomogeneities in heating and Lyα coupling will significantly influence the
signal during cosmic dawn and early phase of the EoR (when the mass averaged
ionization fraction xHII . 0.2). These make the evolution of the H i power
spectrum with redshift more dramatic and thus we expect a very strong light-cone
effect on the signal. Zawada et al. (2014) too have studied this using numerical
simulations with the main focus on the two-point correlation functions. In this
chapter, we self-consistently calculate the Lyα coupling, heating of the IGM for
various source models and reionization histories and study the light-cone effect
on the H i power spectrum.

We have organized the chapter in the following way. In Section 4.2, we have
briefly described the N -body simulation used for this study and the method to
incorporate the light-cone effect in the coeval box. We have presented our results
in Section 4.3 before summarizing and discussing our results in Section 4.4. The
cosmological parameters used for the simulation are Ωm = 0.32, ΩΛ = 0.68,
ΩB = 0.049, h = 0.67, ns = 0.96, and σ8 = 0.83, consistent with the recent
results of Planck mission (Planck Collaboration et al. 2014a).

4.2 Simulations

4.2.1 Anisotropy in the 21-cm signal

As described in Chapter 2, the H i 21-cm signal depends on the neutral fraction,
the spin temperature of H i and the background cosmology. In general, the
universe is expected to be isotropic at large scales, though several effects can
generate anisotropy in the observed signal. The line of sight peculiar velocity
of gas (or the so-called redshift-space distortion (RSD)) in the IGM can affect
the δTb fluctuations and hence the signal along the line of sight and thus can
introduce a difference in the power spectrum along and perpendicular to the
observed direction (Jensen et al. 2013; Majumdar et al. 2013; Mao et al. 2012).
On the other hand, the Alcock-Paczynski effect can also significantly contribute to
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the anisotropy in the observed signal (Alcock and Paczynski 1979; Ali et al. 2005;
Barkana 2006). In general, the anisotropic 21-cm power spectrum is denoted
as ∆2(k, µ), where µ = cos θ with θ being the angle between the line of sight
and the Fourier mode k. Since the light-cone effect too influences the signal
only along the line of sight, it can in principle make the signal anisotropic. In
this chapter, we mainly focus on the light-cone effect on the spherically averaged
power spectrum and we will discuss the anisotropy introduced by this to the
21-cm power spectrum in Section 4.3.5.

The simulation of the δTb signal involves three main steps: (i) generation
of underlying baryonic density and velocity fields, (ii) modelling the radiation
sources and (iii) computing the propagation of ionization and heating fronts using
a 1D radiation transfer code. Here, we will briefly describe the N -body simulation
used in this study as this is different than the dark matter simulations used for
the study of the effect of redshift-space distortion on the 21-cm signal. The
method to generate the δTb maps and the source selection procedure are same
as described in Chapter 2. In this case, we have used the cell movement method
(or Mesh-to-Mesh (MM)-RRM scheme) described in Chapter 3 for implementing
the RSD effect to the simulation cubes.

Note that we have included the effect of radiative feedback in this chapter,
while it was excluded in Chapter 3. We assume that no star formation occurs
within low-mass haloes (< 108 M�). In order to incorporate radiative feedback,
we suppress the galaxy formation within newly formed haloes having mass M <

109 M� if they form in already ionized regions, i.e., regions of the IGM with xHII

larger than 0.5. 1 Since xHII profile drops sharply from 1 to 0.1 for different
values of fX and α considered in this thesis, the results should not differ much
while varying the threshold in the range 0.1 < xth

HII < 1.

1 The radiative feedback is effective when the IGM is photo-heated to a temperature >
104 K, which raises the cosmological Jeans mass and thus suppresses galaxy formation in low-
mass haloes with mass M < 109 M�. In general, regions with temperature > 104 K are highly
ionized (with xHII > 0.5), hence our implementation of feedback should be reasonable. In more
realistic scenarios, the feedback is not expected to be so drastic, e.g.,M < 109M� haloes within
ionized regions can retain a fraction of their gas and possibly form stars at a lower rate. Our
method does not account for such effects.
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4.2.2 N-body simulations

The density and velocity fields, used in our simulation, are generated using the
publicly available code cubep3m1 (Harnois-Déraps et al. 2013) which is a mas-
sively parallel hybrid particle-particle-particle-mesh (P3M) code. The simula-
tion started at redshift z = 200 with the initialization of the particle positions
and velocities using camb transfer function2 (Lewis et al. 2000) and employing
Zel’dovich approximation.

The properties of the simulations we have used in this chapter are: (i) the
number of particles used is 17283, (ii) the box size is 200 h−1 comoving Mpc
(cMpc), (iii) the number of grid points used are 34563 and (iv) the mass of each
dark matter particle is 2× 108 M�. Since the position and velocity arrays of the
simulation are too large in size, we prefer to generate the density and velocity
fields on a grid 8 times coarser than the simulation grid using a top-hat filter.
These snapshot files are generated between 25 ≥ z ≥ 6 in an equal time gap of
107 years. The baryons are assumed to be simply tracing the dark matter, i.e.,
if dark matter density at position x is ρDM(x), then the baryonic density will be
ρB(x) = (ΩB/Ωm) × ρDM(x). The velocity files on the coarse grid are used to
incorporate the peculiar velocity effects in the 21-cm brightness temperature.

For each snapshot, haloes were identified using a runtime halo finder algorithm
which uses spherical overdensity method. The minimum halo mass resolved using
this method is ∼ 2 × 109 M�. Apart from these haloes, it is expected there will
also be a considerable number of small mass haloes ∼ 108 M� where the gas can
cool via atomic transitions and form stars. As the number of such small mass
haloes is quite high, these haloes may have a significant impact on the reionization
scenarios, particularly at the early stages. Identifying such small mass haloes with
the spherical overdensity method requires simulation box of a higher resolution,
which is somewhat beyond our ability right now. Hence we employ a sub-grid
method to find the haloes down to masses as small as ∼ 108 M�. We have followed
the extended Press-Schechter model of Bond et al. (1991) and hybrid prescription
of Barkana and Loeb (2004) for implementing the sub-grid model (for details see
Chapter 2).

1http://wiki.cita.utoronto.ca/mediawiki/index.php/CubePM
2http://camb.info/
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4.2.3 Implementing the light-cone effect

The light-cone effect essentially accounts for the evolution of the signal with
redshift within the simulation box or the so-called “coeval cube” (CC). Datta
et al. (2012b) have described the procedure to incorporate the effect and produce
the light-cone cube. In our study, we have incorporated the effect in individual
coeval cubes instead of generating the full redshift range light-cone cube as done
in Datta et al. (2012b). We assume that the central “slice” of the coeval cube
represents the cosmological redshift, where a “slice” is a 2D map having width
∼ 0.7 cMpc (corresponding to one pixel of the simulation box). Along a given
line of sight, different distances represent different redshifts, and thus δTb will be
different from that in the coeval cube. The steps to include the light-cone effect
are as follows:

(i) We generate the so-called “coeval cubes” of 21-cm δTb maps at different
redshifts following the method stated in Section 2.7 of Chapter 2 and including
the RSD effect. Let us assume that we have N numbers of such cubes which
correspond to the cosmological redshifts zi, where i = 1, N , with z1(zN) being
the lowest (highest) redshift in our simulation (in our case, we have 77 such coeval
cubes between redshift 6 and 20 while we have used fixed time sampling of 10
Myr).

(ii) Each of these coeval cubes has a length L and contain n3 grid points, which
in our case have the values 200 h−1 cMpc and 4323 respectively. We assume the
central 2D slice of the cube, in the perpendicular plane of the line of sight (x-axis
in this case), correspond to the cosmological redshift of the coeval cube. The
comoving distance D(zl, zu) between two redshifts zl and zu is given by,

D(zl, zu) =
zu∫
zl

c

H(z)dz, (4.1)

where c is the speed of light and H(z) is the Hubble constant at redshift z. De-
pending on the distance from the central slice along the line of sight, we calculate
the corresponding redshift for each slice. For example, the redshift zp correspond-
ing to the pth slice is calculated by demanding that D(zc, zp) in equation (4.1) is
equal to the distance (p−n/2)×L/n of the pth slice from the central slice. Note
that zc is the redshift corresponding to the central slice. In the light-cone cube,
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Figure 4.1: The solid curves represent the evolution of the mass averaged neutral
fraction of hydrogen (x̄HI) in the IGM. The dashed curves represent the evolution of
(1− x̄heated), where x̄heated is the volume averaged heated fraction of the IGM. The
thin and thick curves represent models S1 and S2 respectively. We have defined
‘heated region’ as a region with TK larger than Tγ . The X-ray spectrum from the
central mini-quasar follows a power law with index α =1.5 and the X-ray to UV
luminosity of the source is 0.05 for this model.

the signal at each slice would be at the redshift corresponding to that slice and
not the cosmological redshift of the coeval cube.

(iii) If the pth slice corresponds to a redshift zp, which satisfies the condi-
tion zi < zp < zi+1, then the δTb maps for that slice is computed by linearly
interpolating the maps of the slices at redshifts zi and zi+1. Applying the same
procedure to all the slices, the “light-cone cube” is generated which corresponds
to the redshift of the central slice.

Note that the redshift-space distortion needs to be applied to the brightness
temperature maps before implementing the light-cone effect, otherwise, the red-
shift evolution of the gas velocities will not be incorporated properly.

4.3 Results

In order to compute the δTb maps, one first has to choose appropriate reionization
and heating histories, which in turn depend on the nature of sources. In this
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chapter, we consider three models of radiation sources S1, S2 and S3 as listed
in Table 4.1 to investigate the effect of different reionization histories on the
δTb maps. For all the three source models, we assume each galaxy to contain
a mini-quasar like source at the centre which radiates X-rays with a power law
distribution having index α =1.5, and the X-ray to UV luminosity fraction of
the source fX is 0.05. We have fixed the parameter f? to 0.1 throughout the
reionization history, while the escape fraction fesc is taken to be different in
different models. In model S1, we take fesc = 0.1 which causes the reionization
to start at z ∼ 20 and complete at z ∼ 6.5. The electron scattering optical
depth τ turns out to be 0.07, which is consistent with the recent constraints from
Planck (Planck Collaboration et al. 2015b). The mass averaged neutral hydrogen
fraction, shown in Figure 4.1, attains a value 0.99 and 0.5 around redshift 14 and
8.5 respectively for S1.

The value of fesc = 0.2 is higher in model S2 leading to early reionization
completing at z ∼ 8. The resulting value of τ = 0.076 is higher than that
in model S1 but is still consistent with the recent Planck constraints (Planck
Collaboration et al. 2015b). In the presence of a mini-quasar like X-ray source
at the centre of each galaxy, the evolution of the heated fraction (defined as the
volume fraction of regions with TK > Tγ) is much faster than the evolution of
ionization fraction. As shown in Figure 4.1, the universe becomes completely
heated below redshift ∼ 12 for both the source models S1 and S2.

Note that the minimum halo mass for S1 and S2 source models is ∼ 2 ×
109 M�, i.e., we have not included any sub-grid sources in these two models. The
effect of small mass haloes is studied in model S3 where haloes as small as 108 M�
are included using the sub-grid prescription discussed in Section 4.2.2. The value
of fesc is varied at every redshift so as to generate a reionization history (i.e.,
mass averaged neutral fraction) identical to the model S2. In addition, we have
included the effects of radiative feedback in model S3.

As in Chapter 3, we will consider three different models of heating and Lyα
coupling and study the light-cone effect. The models are listed in Table 3.1 of
Chapter 3. Model A assumes TS to be much larger than Tγ, this model is identical
to models used in Datta et al. (2014, 2012b); La Plante et al. (2014). Model B
assumes the IGM kinetic temperature to be coupled with the spin temperature
through Lyα radiation (i.e, the Lyα coupling coefficient xα(x) � 1), but the
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Figure 4.2: Randomly chosen two-dimensional slice of the δTb distribution with
RSD included from the coeval cube (left) and light-cone cube (right) at redshift 9.5
(with mass averaged ionization fraction 0.5) for the model A with the source model
S2. The comoving size of the box is 200 cMpc h−1. The central redshift of the
light-cone (LC) cube is 9.5, whereas the redshift span from left to right along the
x-axis (LOS direction) is 8.86 to 10.13. Note that this model makes the assumption
TS � Tγ and is driven by haloes identified using spherical overdensity halo-finder
in the simulation box.

heating is calculated self-consistently. Finally in model C, we have calculated the
heating and Lyα coupling self-consistently and thus it is the most realistic model
to be considered while generating δTb maps. The ionization history in Figure 4.1
is same for all the three models A, B and C, while the heating history is same for
the models B and C. The effect of peculiar velocities of the gas is also taken into
account in all the three models.

4.3.1 Visualizing the light-cone effect

The light-cone effect can be easily visualized in the maps of δTb distribution for
different models. Figure 4.2 shows the δTb map computed on a randomly chosen
slice from the simulation box for the model A with the source model S2. The
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Figure 4.3: Similar to Figure 4.2, but for the model C and the coeval cube
corresponding to redshift 13 when the universe was 50 % heated by volume for
the source model S2. The left and right hand edge of the ‘LC’ box correspond to
redshifts 12 and 14 respectively.

Source fesc τ zend Mmin
halo sub-grid radiative

model (M�) halo feedback

S1 0.1 0.07 6.5 2× 109 no no

S2 0.2 0.076 7.8 2× 109 no no

S3 varying 0.076 7.8 108 yes yes

Table 4.1: Properties of the source models considered in this chapter. The UV
escape fraction fesc for the model S3 is varied to get similar ionization history like
S2.
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Figure 4.4: Model A: The light-cone effect on the power spectrum of 21-cm
brightness temperature fluctuation. The upper most panels show the spherically
averaged power spectrum of δTb with (thin curves) and without (thick curves)
light-cone effect as a function of redshift for four different scales k/Mpc−1 = 0.05
(solid), 0.1 (dotted), 0.5 (dashed) and 1.0 (dot-dashed ). The middle row panels
show the ratio of the power spectra with and without light-cone effect as a function
of redshift. The bottom most panels show the ratio of the power spectra with and
without light-cone effect as a function of scales for different ionization fractions
(0.1,0.3, 0.5, 0.7 and 0.8). This model makes the assumption that TS � Tγ .
Three columns represent three different source models S1, S2 and S3 respectively.
Redshift-space distortion is included in all the panels.
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left-hand panel shows the distribution of δTb from the coeval cube (with redshift-
space distortion included, but without the light-cone effect) at redshift 9.5 with
mass averaged ionization fraction 0.5. The right-hand panel shows the same slice
with the light-cone effect incorporated. Along the line of sight (horizontal axis),
the central redshift of the light-cone (LC) cube is 9.5, whereas the light-cone
cube spans from redshift 8.86 (left edge of the box) to 10.13 (right edge of the
box). The ionization bubbles (black regions) are larger at the left-hand side of
the middle of the light-cone cube as compared to the coeval cube. This is because
of the fact that the left-hand side regions correspond to lower redshifts than the
middle region of the box and thus correspond to later stages of reionization where
the bubbles are of systematically larger. It is opposite in the case of right-hand
side regions.

Figure 4.3 shows similar slices at redshift 13 for the model C. In this case not
only the ionized regions appear larger in the front side of the light-cone cube com-
pared to the coeval cube, but the heated regions (regions with TK > Tγ) too show
similar trend. One should notice that the left half shows the signal predominantly
in emission whereas the right half shows the same mostly in absorption, although
the corresponding coeval slice shows that emission and absorption regions are
homogeneously distributed over the entire slice. This significant imbalance of
the emission regions between the left and right-hand regions of the light-cone
cube is expected to introduce effects on the observable signal at initial stages of
reionization.

4.3.2 Comparison with previous studies

It is possible to validate our formalism by comparing the model A where we have
assumed TS � Tγ with the existing works in the context of the light-cone effect
on the 21-cm signal. Figure 4.4 shows the light-cone effect on the spherically
averaged power spectrum of the 21-cm δTb fluctuations (with redshift-space dis-
tortion included) for the model A.1 The upper panels show the evolution of the
dimensionless power spectrum for the three source models as a function of red-
shift for four different scales k = 0.05, 0.1, 0.5 and 1 Mpc−1 which are represented

1Note that we exclude modes with k⊥ = 0 while calculating the power spectrum, as these
modes are not accessible to the interferometers.
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by the solid, dotted, dashed and dot-dashed curves, respectively. The signal is
always in emission for this model and thus the power spectra have relatively
smaller amplitudes (∼ 10 mK2 ) at large scales. The large-scale power spectrum
for each of the three source models shows one trough and one peak when plotted
as a function of redshift around the period when the universe was ∼ 10% and
∼ 65% ionized by mass. Initially the highly dense regions get ionized and thus
H i fluctuations at large scales are suppressed. This results in the trough-like
feature in the evolution of the power spectrum (e.g, Datta et al. 2014; Majumdar
et al. 2013). The power spectrum then increases with the growth of bubble size
and finally decreases with the decrease in ionization fraction, which generates the
prominent peak around ionization fraction 0.65 for this model.

The thick (thin) curves in the upper panels of the figure represent the power
spectra without (with) the light-cone effect included. It is clear that the light-cone
effect is most substantial around the trough and the peak regions in the evolution
of the power spectra. Because of this effect, the power spectra can be enhanced by
a factor as large as ∼ 50% (when xHII ∼ 0.15) and suppressed by ∼ 20% (when
xHII ∼ 0.8) for the model S2 at large scales k = 0.05 Mpc−1, as shown in the
middle panels of Figure 4.4. The effect is minimum around the period when the
universe is ∼ 50% ionized. This is because of the fact that around 50% ionization,
any linear evolution of the power spectrum as a function of z is smoothed out 1,
as was pointed out by Datta et al. (2012b) . On the other hand, when xHII ∼ 0.1
and 0.8 the evolution of the power spectrum is highly non-linear which makes the

1 The coeval cube spherically averaged 3D power spectrum can be expanded in a Taylor
series around the central redshift (zc) as (Datta et al. 2012a),

∆2
CC(k, z) = ∆2

CC(k, zc) + a(∆L) + b(∆L)2 + .. (4.2)

where a, b are the coefficient of the Taylor series and ∆L is the comoving distance between
the redshifts z and zc. The light-cone power spectrum can be written as average of the coeval
power spectrum in the range ±L/2 around the central redshift.

∆2
LC(k, z) = 1

L

∫ L/2

L/2
∆2

CC(k, z)dL

= ∆2
CC(k, zc) + b

L2

12 + .. (4.3)

One can see that all the odd powered terms including the linear term vanish and only the
quadratic terms remain.
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effects strong (Datta et al. 2014, 2012b). We also see that the effects are less for a
smoother ionization model like S1 compared to S2. The reason is that in the case
of S1, the evolution of the ionized bubbles is less rapid compared to model S2.
The evolution of power spectrum is more non-linear at the trough and the peak
regions in the presence of small mass haloes as shown in the upper panel for the
model S3. Thus the light-cone effect in model S3 is larger compared to the other
two models. The bottom most panels of the figure show the scale dependence of
the ratio of the power spectrum with and without light-cone effect at different
stages of the reionization history. The evolution of the power spectrum at small
scales is much more linear as shown in the upper panels of the figure and thus the
light-cone effect is smaller at small scales compared to larger scales. Our results
for the model A are consistent with a similar model presented in Datta et al.
(2014).

4.3.3 Effect of inhomogeneous heating and Lyα coupling
on the light-cone effect

We now discuss the light-cone effect in the presence of non-uniform heating and
Lyα coupling. Figure 4.5 shows the same quantities plotted in Figure 4.4 but for
the model B (where the fluctuations in heating are calculated self-consistently,
but the Lyα coupling process is assumed to be very efficient all throughout). The
top panels show the evolution of power spectra for different length scales. One
can compare the plots with those in Figure 4.4 and immediately conclude that
the evolution is much more rapid in the model B. For example, the amplitude of
the power spectrum is ∼ 50 mK2 at z ∼ 20 which increases up to ∼ 500 mK2 at
z ∼ 15 and then decreases rapidly to ∼ 0.5 mK2 at z ∼ 11 for k = 0.05 Mpc−1

(in the S2 model). The corresponding evolution is much less rapid for the model
A where the amplitude is almost constant at ∼ 1 mK2 from z = 20 till z ∼ 14.
The light-cone effect is thus expected to be more significant for the model B.

The evolution of the power spectrum is faster in model B, due to the fact that
the heated bubbles are larger and grow much faster than the ionized bubbles.
This causes the evolution of the heated fraction to be very rapid compared to the
evolution of the ionization fraction (see Figure 4.1). As a large fraction of the gas
in the IGM has temperature TK less than Tγ during cosmic dawn and initial phase
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Figure 4.5: Same as Figure 4.4, but for the model B where the IGM is assumed
to be Lyα coupled while the heating is calculated self-consistently.
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of reionization (as gas temperature falls as (1 + z)2 due to adiabatic expansion of
the universe after the decoupling around redshift zdec ∼ 150 and Tγ falls as (1+z))
and the model assumes TS = TK, the model shows very large absorption signal
from the cosmic dawn until the IGM is sufficiently heated to follow the model A
from z ∼ 10 for S2. The inhomogeneous X-ray heating from the mini-quasars
results in increasing the δTb fluctuations, which produces a distinct peak in the
power spectrum at large scales around z ∼ 15 when plotted against z. The second
prominent peak occurs at z ∼ 9 because of ionization fluctuations analogous to
the model A. The amplitude of the power spectrum at the heating peak (∼
103 mK2) is significantly higher compared to the ionization peak (∼ 10 mK2) and
hence this redshift range might be of interest to interferometers like the SKA. The
reason for this is that at the ionization peak around z ∼ 9, the power spectrum
is dominated by ionization fluctuations and the signal is in emission because the
heating is already substantial. On the other hand, at the heating peak around
z ∼ 15, the δTb field consists of both emission and absorption regions, and the
power spectrum is dominated by TS fluctuations (see Chapter 3).

As can be seen from Figure 4.5, the light-cone effect is much more prominent
in the model B compared to the model A. When the light-cone effect is included
in the analysis, we find maximum suppression of power spectrum around the
two peak regions and increase around the trough region between the two peaks.
Inhomogeneous heating makes the evolution of the power spectrum much more
non-linear and results in a stronger light-cone effect on the power spectrum than
that in the model A. The figure also shows that the light-cone effect can increase
the power spectrum by a factor as large as 1.23 and 2.84 times around redshifts
16 and 11 respectively at large scales (k ∼ 0.05 Mpc−1) for the model S2. The
suppression of the power spectrum around the peaks around redshifts 8 and 15
can be ∼ 20− 25% at large scales. The redshift evolution of the power spectrum
at small scales is almost linear during the cosmic dawn and initial phase of reion-
ization as shown in the uppermost panels of the figure and thus the light-cone
effect is minimum at small scales during these epochs. Around redshift 12 when
the IGM becomes highly heated, the evolution in the small scale δTb fluctuations
becomes extremely fast which results in the increment of the power spectrum by
a factor of 1.5 due to the light-cone effect at small scales (k ∼ 1 Mpc−1). The
light-cone effect is less in the model S1, as the evolution of the ionized, as well
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Figure 4.6: Same as Figure 4.5, but for the model C where both Lyα coupling
and heating are calculated self-consistently.
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Figure 4.7: The redshift evolution of the difference between the power spectrum
with and without light-cone effect at scales k/Mpc−1 = 0.05 (solid), 0.1 (dotted),
0.5 (dashed) and 1.0 (dot-dashed) for the model C. Left-hand to right-hand panels
represent source models S1, S2 and S3 respectively.

as the heated regions, is less rapid compared to that in the model S2. In the
presence of small mass haloes in the model S3, the heating is delayed compared
to the model S2 as we have varied fesc and kept fX fixed. In this case, the fluctu-
ations in δTb at large scales is smaller compared to that in the model S2 and thus
the amplitude of the heating peak is smaller. As the heated regions around the
sources are very small in S3 and eventually increase, the power spectrum shows a
dip in its evolution with the redshift as shown in the top right-hand panel of the
figure. The light-cone effect is able to increase the coeval power spectrum ∼ 2
times around the dip (at z ∼ 14).

The amplitude and overall nature of the heating peak around redshift 15
depend on the nature of X-ray sources. As for example, the peak may not present
if heating is driven by X-ray sources like high-mass X-ray binaries (HMXBs) as
they do not have a large number of soft X-ray photons and thus the heating will
be almost homogeneous (e.g, Fialkov et al. 2014). In such cases, δTb fluctuations
will be dominated by the neutral hydrogen fluctuations if we consider the Lyα
coupling to be very high from the beginning. Thus the light-cone effect in such
scenarios will be similar to the model A. Whereas, for X-rays, from sources like
supernova, hot interstellar gas, follow similar profile like mini-quasar and thus

107



4. 21-CM SIGNAL FROM COSMIC DAWN: IMPRINTS OF THE
LIGHT-CONE EFFECTS

expected to have a similar light-cone effect.
The difference between models B and C is that the Lyα coupling is calculated

self-consistently in model C whereas in model B it is assumed that the IGM is
Lyα coupled. As the condition xα(x)� 1 is not valid for major part of the IGM
during the cosmic dawn, the amplitude of δTb(x) in the model C will be much
less than the predicted δTb in the model B. As a result, the amplitude of the
power spectrum is much lower than in the model B initially. The inhomogeneous
Lyα coupling during the cosmic dawn in the model C increases the fluctuations
in δTb and results in a distinct peak in the evolution plot of the large-scale power
spectrum as a function of redshift as shown in the upper panels of Figure 4.6.
We note that a very small amount of Lyα photons is sufficient to couple TS with
TK of the IGM, thus the model C follows the model B very soon the first sources
formed (around redshift 13).

In the presence of inhomogeneous Lyα coupling the evolution of the power
spectrum is more dramatic at both large and small scales at cosmic dawn. The
non-linear rise of the power spectrum, from∼ 1 mK2 to∼ 100 mK2 within redshift
interval 20 to 16, results in a stronger light-cone effect at the very beginning
of the reionization epoch. This increases the power spectrum by a factor of
∼ 1.5 around redshift 18.5 and suppresses by a factor of 0.6 around redshift 16.5
(which corresponds the Lyα peak for the source model S2). The light-cone effect
further enhances the power spectrum by a factor of ∼ 2 around redshift 15.5
(trough region between the Lyα and heating peaks), followed by a suppression
by a factor of 0.7 around redshift 14. For redshift z < 14, the light-cone effect is
similar to the model B, only difference being that in presence of inhomogeneous
Lyα coupling the effect is little weaker than that predicted by the model B. The
power spectrum evolves rapidly at small scales at the cosmic dawn, which results
in a large light-cone effect at small scales (∼ 3−4 times enhanced). As expected,
the light-cone effect is found to be smaller in model S1 compared to model S2.
The enhancement in the power spectrum due to the light-cone effect is ∼ 3 around
redshift 14 which corresponds to the trough region between the Lyα coupling and
heating regions for the model S3.

Importantly, we also notice that the peaks and dips found in the evolution of
the power spectra for the models B and C are smoothed out to some extent due
to the light-cone effect (upper panels of Figures 4.5 and 4.6). The effect is more
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prominent at large scales k . 0.1 Mpc−1. The light-cone effect lowers the peak
height and raises the dip by some amount. This is particularly important for S3
in model C, which is probably the most realistic reionization model we consider
here. It has been suggested (e.g., Mesinger et al. 2014) that the peaks can be
used to extract source properties, put constrain on the X-ray and Lyα background
during the cosmic dawn. We argue that the light-cone effect should be considered
while extracting those parameters from the peak and dip measurements.

Finally, in Figure 4.7 we show the redshift evolution of the difference in the
power spectra with and without the light-cone effect for the model C for the three
source models at different scales. As expected, the difference is maximum at the
peak and the trough regions found in the evolution of the power spectra. At large
scales (k ∼ 0.05 Mpc−1), the difference can be as large as ∼ −100 to 100 mK2

. The difference is ∼ −250 to 100 mK2 at intermediate scales like k ∼ 1 Mpc−1.
In principle, such a strong effect should easily be detected by future experiments
like the SKA.

4.3.4 Effect of simulation box size

It has been found earlier by Datta et al. (2014) that the light-cone effect is
larger when larger simulation box is used. In order to quantify the effect of
box size on our results, we estimated the signal using a smaller box of length
100h−1 cMpc (in addition to our default box of 200h−1 cMpc). The results are
shown in Fig. 4.8. In the left-hand panel, we plot the evolution of ∆2 at a scale
k = 0.1 Mpc−1 for the two boxes with and without the light-cone effect. As
expected, the power spectra without the light-cone effect (thick lines) for the two
boxes agree with each other. However, we can see that the light-cone effect is
considerably less prominent for the smaller box in agreement with Datta et al.
(2014). In particular, the smoothing of the three peak nature in the evolution
plot of the power spectrum is more prominent for the larger box 1. The effect

1 The light-cone effect arises due to the evolution of the H i signal over the observing band.
Larger observing bandwidth corresponds to a large evolution of the signal which results in a
large impact on the spherically averaged 3D power spectrum. One can choose other statistical
quantities like the angular power spectrum to reduce the impact of the light-cone effect. How-
ever, this may increase the covariance error. On the other hand, one can implement wavelet
transform to reduce the impact of light-cone effect and still can work with large frequency band
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Figure 4.8: The dependence of the light-cone effect on the simulation box size.
The left-hand panel shows the evolution of the power spectrum at a scale k = 0.1
Mpc−1 for the two different boxes Boxl (200h−1 cMpc, blue-dotted curves) and
Boxs (100h−1 cMpc, red-solid curves) respectively with (thin) and without (thick)
the light-cone effect. The right-hand panel shows the redshift evolution of the ratio
of the power spectra with and without the light-cone effect. The plots are for S3
model and redshift-space distortion effect is included while calculating the power
spectrum.
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can be much stronger in simulation box with size ∼ 600 cMpc (e.g., Datta et al.
2014; Mesinger et al. 2014), which may completely smooth out the three peak
nature of the evolution plot of the power spectrum. This will constrain us to
choose smaller frequency bands during 21-cm experiments to avoid strong light-
cone effects and restore the peakiness feature of the power spectrum which is very
useful for parameter estimation etc. The same conclusions can be drawn from the
right-hand panel too where we have shown the ratio of the power spectra with
and without the light-cone effect for k = 0.1 Mpc−1. Clearly, the ratio deviates
from unity quite prominently for the larger box compared to the smaller one.

4.3.5 Anisotropy from the light-cone effect

Since the light-cone effect modifies the 21-cm signal along the line of sight di-
rection similar to the RSD, it is expected that it may cause anisotropies in the
signal. This was investigated in detail by Datta et al. (2014) for a model similar
to our model A, and they concluded that the light-cone effect does not induce
any significant anisotropies in the signal. We confirm their findings for the model
A. In addition, we find that the light-cone effect does not cause any prominent
anisotropies for the models B and C too for relevant scales of interest. In fact,
for large scales k . 0.1 Mpc−1, our simulation box does not contain a sufficient
number of modes leading to large sample variance. Hence it is difficult to draw
any significant conclusion on anisotropies at large scales.

In order to explain the effect in a somewhat simpler manner, we have calcu-
lated the ‘anisotropy ratio’ defined as (e.g., Fialkov et al. 2015):

rµ(k, z) =

〈
∆2(k, z)|µk|>0.5

〉
〈
∆2(k, z)|µk|<0.5

〉 − 1, (4.4)

where the averages are over angles. If the signal is isotropic then rµ(k, z) will be
identically zero, otherwise it can be positive or negative. The redshift evolution
of the anisotropy ratio for scales k = 0.5, 1 Mpc−1 is plotted in Figure 4.9. The
source model chosen is S3. We find from the top panels that the RSD can
cause significant anisotropies (rµ ∼ 1.5 for k ∼ 0.5 Mpc−1) for all the three

(Trott 2016).
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Figure 4.9: Evolution of the ‘anisotropy ratio’ rµ as a function of redshift for
the source model S3 at two different scales k = 0.5, 1 Mpc−1. The three columns
from left to right represent models A, B and C respectively. The top (middle) row
represents the case where only the RSD (light-cone) effect is included, while the
bottom most row represents the case where both the effects are included.
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models1. The redshift where the rµ is maximum corresponds to prominent dip in
the evolution of the power spectrum.

In contrast, the light-cone effect does not cause any significant anisotropy
on the signal as can be seen from the middle panels for the scales considered.
The anisotropy, when both the effects are included, is thus dominated by the
contribution from the RSD. We should mention here that it is possible that the
anisotropy arising from light-cone effect behave differently for larger scales k . 0.1
Mpc−1. In order to have a sufficient number of modes at such large scales, one
requires boxes of much larger size which, unfortunately, are beyond the scope of
this chapter.

4.4 Summary and discussion

The main focus of the chapter is to investigate the impact of the light-cone effect
on the H i 21-cm signal from the cosmic dawn. The 21-cm brightness temperature
maps are generated by post-processing a dark matter N -body simulation with
a 1D radiative transfer code. In addition to the usual stellar-like sources, we
have accounted for X-ray emitting mini-quasar like sources. The fluctuations in
the spin temperature due to inhomogeneous Lyα coupling and heating of the
IGM not only boost the 21-cm power spectrum but introduce several peaks and
dips in it when plotted as a function of redshift. The boosted power spectrum,
together with additional peaks and dips along the redshift axis, makes it an ideal
case for studying the light-cone effect. Here, we calculate the spin temperature
fluctuations self-consistently for various possible source models and reionization
histories. We then study, for the first time, the light-cone effect on the 21-cm
power spectrum arising from the cosmic dawn when the signal is dominated by
spin temperature fluctuations (unlike other previous studies which concentrated
mainly on the ionization fluctuations).

The main findings of our work are summarized below:
1For the models B and C, the level of anisotropies arising from the RSD depends on the

source model too. The anisotropies are caused by the correlation of the δTb fluctuations with
the dark matter density field, which is enhanced when small sources are included. For S1 and
S2 which do not contain haloes smaller than ∼ 109M�, we find that |rµ| . 1 from RSD effects
(in agreement with results of Chapter 3).
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1. We find that our results are consistent with previous studies (Datta et al.
2014) for the model which assumes that the H i spin temperature to be fully
coupled with the IGM temperature and very high compared to the CMBR
temperature throughout the reionization history (model A). The light-cone
effect is most significant when the universe is ∼ 15% and 80% ionized as
the spherical averaged power spectrum is increased/suppressed by a factor
of ∼ 1.5 and ∼ 0.8 respectively. The effect is found to be minimum while
the universe is ∼ 50% ionized.

2. The light-cone effect is much more dramatic in the model B where the
inhomogeneous heating is taken into account. We find that the maximum
suppression of the large-scale power spectrum due to the light-cone effect oc-
curs around the two peaks and enhancement occurs around the dip between
the two peaks when plotted against z. We notice that the light-cone effect
can increase the power spectrum by a factor of ∼ 1.25 and ∼ 3 times around
redshift 16 and 11 respectively at large scales (k ∼ 0.05 Mpc−1). The sup-
pression of the power spectrum around the peaks around redshifts 8 and 15
can be ∼ 20 to 25% at large scales. We find the enhancement/suppression
to be higher for models where contributions of small sources have been in-
cluded (S3 source model). Unlike the previous studies, we find a significant
light-cone effect at small scales (k ∼ 1 Mpc−1) as well at high redshifts.

In addition, when we calculate the Lyα coupling self-consistently (model
C), we find that the power spectrum increases very rapidly at the very
beginning of cosmic dawn and thus the light-cone effect can enhance the
21-cm power spectrum by a factor ∼ 1.5 at large scales (k ∼ 0.05 Mpc−1).
At these scales, the three peaks of the power spectrum are suppressed by
factors of 0.6, 0.75 and 0.8 around redshifts 16.5, 14 and 8.5 respectively.
The light-cone effect can enhance the power spectrum in the dips by factors
of 2 and 2.5 around redshift 15.5 and 11 respectively. In general, the light-
cone effect at small scales is found to be smaller than the effect at larger
scales, except during the cosmic dawn (may increase the power spectrum
by a factor of few at scales like k ∼ 1 Mpc−1).

3. Our results can be understood from the fact that the light-cone effect is
strong in a situation where the power spectrum evolve non-linearly with
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redshift (or comoving distance) as any linear evolution gets cancelled out
to a large extent (Datta et al. 2012a). Non-linear evolution of the 21-cm
power spectrum is maximum when it takes a turn. For example, for the A
model it happens twice, first time when xHI ∼ 0.8 and second time when
xHI ∼ 0.3 − 0.4. These are the places where the light-cone effect is very
strong. For the B type model, one more peak in the power spectrum gets
added. Because of this non-linear evolution around the heating peak, we see
that the light-cone effect becomes very strong (power spectrum is suppressed
substantially) around this peak. Similarly, Lyα coupling inhomogeneities
give rise to two more episodes of non-linear evolution of the power spectrum
(one dip and one peak) in the very beginning of cosmic dawn where the
light-cone effect is very strong.

4. The large scale (k ∼ 0.05 Mpc−1) power spectrum with light-cone effect in-
cluded can differ by ∼ −100 to 100 mK2 from the case where light-cone ef-
fect is not included. The difference increases at small scales (k & 0.5 Mpc−1)
to the range ∼ −250 to 100 mK2. In principle, such a strong effect should
easily be detected by future experiments like the SKA. We also notice that
the peaks and dips in the power spectrum are somewhat smoothed out due
to the light-cone effect. It has been suggested (e.g., Mesinger et al. 2014)
that the peaks can be used to extract source properties, X-ray and Lyα
background etc. We argue that the light-cone effect should be considered
while extracting those parameters from the peak and dip measurements.

5. The light-cone effect can, in principle, introduce anisotropies in the power
spectrum, similar to the RSD effects. It is somewhat difficult to predict
the large scale k . 0.1 Mpc−1 anisotropies because of the lack of number
of modes in the simulation box. However, for intermediate scales k ∼ 0.5
Mpc−1, we do not find any significant anisotropy arising from the light-cone
effect.

The light-cone effect, during the cosmic dawn (xHII . 0.2) is highly dependent
on nature of the X-ray sources present during that time in the universe. For
example, the heating of the IGM will be much more homogeneous if it is mainly
driven by the HMXBs (Fialkov et al. 2014). In such a scenario the evolution
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of the signal will be solely dominated by the H i neutral fraction and thus the
light-cone effect during the cosmic dawn will not be as strong as we see here.
Although, we expect similar light-cone effect if supernova or hot interstellar gas
dominate the X-ray budget since they are expected to have similar kind of SED
like mini-quasars which emit large number of soft X-ray photons.

Finally, further investigation is required in order to understand the light-cone
effect for different source models and reionization scenarios. The main result
from this study is that the light-cone effect can change the amplitude of the 21-
cm power spectrum as well as the shape of the evolution of the power spectrum
at large scale quite substantially. Therefore, it is important that the effect is
incorporated while modelling the 21-cm power spectrum, particularly during the
cosmic dawn and early stages of reionization.
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5 | 21-cm signature of the first
sources in the Universe: Prospects
of detection with SKA

This chapter contains material that has been published in Ghara et al. (2016a).

5.1 Introduction

In recent times, a large number of galaxies at z > 6 have been detected using
narrow-band Lyα emission (e.g., Hu et al. 2010; Kashikawa et al. 2011; Ouchi et al.
2010b) and broad-band colour (Bouwens et al. 2015; Ellis et al. 2013). In addition,
various surveys have been used to detect tens of quasars at 6 . z . 7 (Fan et al.
2006a; Mortlock et al. 2011a; Venemans et al. 2015). These sources are believed to
play an important role during the last phase of the epoch of reionization (EoR).
As a next step, it is natural to ask the question whether one can detect the
very first galaxies in the Universe using similar techniques. In spite of significant
progress in theoretical modelling of the first sources (Thomas and Zaroubi 2008;
Yajima and Li 2014), there are still no observational signatures. It is expected
that future space missions like the James Webb Space Telescope (JWST)1 will be
able to detect at least the brightest of these sources (de Souza et al. 2013, 2014;
Zackrisson et al. 2011). It is believed that the UV photons from these sources
created ionized bubbles around them, which eventually overlapped and completed
the reionization process by redshift ∼ 6 (Choudhury and Ferrara 2006; Fan et al.
2006b; Goto et al. 2011; Mitra et al. 2011, 2012, 2015). The presence of these

1http://jwst.nasa.gov
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bubbles motivated various groups to explore an alternate, perhaps somewhat
indirect, method of detecting the high-redshift sources. It has been suggested
that one can detect the 21-cm signatures around these sources using low-frequency
telescopes (Datta et al. 2007a, 2012b; Geil and Wyithe 2008) which can be helpful
in constraining the source properties (Majumdar et al. 2012).

According to our current understanding, the first stars, usually known as
the Population III (PopIII) stars, formed in a metal free (or low-metallicity)
environment and thus are expected to be much more massive than the present day
stars (Abel et al. 2002; Bromm et al. 2009; O’Shea and Norman 2007; Wise et al.
2012). A population of these stars would have caused supernova explosions, which
would contaminate the surrounding medium with metals. The resulting chemical
feedback would result in formation of the Population II (PopII) stars. In addition
to the stellar population, one expects the galaxies to host X-ray sources like the
mini-QSOs, the hot interstellar gas or the high-mass X-ray binaries (HMXBs).
These X-ray sources are important in increasing the kinetic temperature of the
gas in the intergalactic medium (IGM) above the brightness temperature of the
cosmic microwave background radiation (CMBR). All such source properties are
imprinted in the redshifted 21-cm signal from the neutral hydrogen from these
epochs. Analytical calculations (e.g., Furlanetto et al. 2004a; Paranjape and
Choudhury 2014), semi-numerical simulations (Choudhury et al. 2009; Ghara
et al. 2015a,b; Mesinger and Furlanetto 2007; Santos et al. 2008; Thomas et al.
2009; Zahn et al. 2007), and full numerical simulations involving radiative transfer
(Baek et al. 2009; Iliev et al. 2006; McQuinn et al. 2007b; Mellema et al. 2006;
Shin et al. 2008) have been carried out to understand the effect of different sources
on the global and statistical quantities (e.g., the power spectrum) of the signal.
Relatively less attention has been paid to understand the nature of the 21-cm
signal around individual sources, though there have been studies which show
that the 21-cm structure around the different sources depend on the nature of
spectral energy distribution (SED) of the sources and IGM properties (Alvarez
et al. 2010; Majumdar et al. 2012; Thomas and Zaroubi 2008; Yajima and Li
2014; Zaroubi et al. 2012).

Though the high-redshift 21-cm signal is expected to carry information about
the first sources, it is quite challenging to detect the signal and extract this
information. The main difficulty is that the strength of the cosmological signal is
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very weak compared to the typical system noise and the foregrounds. The system
noise increases at low frequencies and hence one requires optimal baseline design
and large observation times to keep the noise below the expected signal. While
the first generation of low-frequency radio telescopes like the LOFAR, PAPER,
MWA, and GMRT are engaged in detecting the signal statistically at z < 12, a
highly sensitive telescope like the SKA will have much better sensitivity at lower
frequencies allowing us to probe even higher redshifts.

Given that the signal from the first sources is very weak, the first task would
be to simply make a detection of the signatures of these early sources in low-
frequency observations. Once the detection is confirmed, one can follow it up
and make further progress by constraining various properties of these sources. It
would thus be interesting to explore the detectability of these first sources with
telescopes like the SKA1-low within reasonable observation time. Keeping this in
mind, we have modelled the 21-cm signal around the first sources with the source
properties and the properties of the surrounding medium being characterized
by a number of parameters. The main goal of this study is to characterize the
detectability of the 21-cm signal as a function of these parameters. This would
help in planning observations using the SKA1-low so as to make the detection
of the signal around the first sources. Similar studies have been done, e.g., by
Datta et al. (2007a, 2012b); Geil and Wyithe (2008), who showed that the large
ionized bubbles around individual sources can be detected using telescopes like
the GMRT, LOFAR and the MWA within reasonable integration time around
redshift ∼ 8. In our case, however, the situation is much more complex as we are
interested in the very early stages of reionization (i.e., the cosmic dawn) where
the IGM contains both emission and absorption regions.

We have organized the chapter in the following way. In Section 5.2, we cal-
culate the expected 21-cm pattern for different source models and also obtain
the expected visibilities and noise for typical observations. The main results
are presented in Section 5.3, before we summarize our findings in Section 5.4.
Throughout the chapter, we have used the cosmological parameters Ωm = 0.32,
ΩΛ = 0.68, ΩB = 0.049, h = 0.67, ns = 0.96, and σ8 = 0.83, which are consistent
with the recent results of Planck mission (Planck Collaboration et al. 2014a).
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5.2 Calculation of the signal

5.2.1 Isolated radiation source

In general, we expect the heating and ionization signatures around an individual
source to be complicated by the presence of other sources nearby. The signal
pattern of other sources would tend to overlap with the target source under
consideration, thus making the analysis complicated. However, a large amount of
information regarding the detectability of the signal can be extracted by studying
the pattern around an isolated source, i.e., ignoring the effect of overlap from other
sources. A large fraction of this chapter is devoted to understanding the signal
properties around an individual isolated source. We will study a more realistic
scenario later in Section 5.3.4.

Since the exact nature of the first sources of radiation is still unknown, we con-
sider a variety of source models as listed below. The spectral energy distribution
(SED) of these sources are shown in Figure 5.1.

• PopIII: In many models of reionization (Chen and Miralda-Escudé 2008;
Choudhury and Ferrara 2007; Furlanetto and Oh 2006; Wyithe and Loeb
2003), the first stars are expected to be massive since they form in a metal
free environment. These are commonly known as the PopIII stars. Here, we
have modelled radiation from these sources as black-body spectrum with
an effective temperature given by (Bromm et al. 2001b),

Teff(M?) = 1.1× 105
(

M?

100 M�

)0.025

K, (5.1)

where M? is the mass of the star. The spectral energy distribution (SED)
of a PopIII star is normalized by the bolometric luminosity corresponding
to the star, which can be written as,

Lbol(M?) = 104.5 M?

M�
L�, (5.2)

where L� = 3.846 × 1033 erg s−1 is the solar luminosity. We assume that
a galaxy hosts only one PopIII star, however, our analysis would be valid
also for a cluster of several PopIII stars which have a black-body like SED.
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We also assume that all photons produced within a PopIII hosting galaxy
escape into the IGM.

• Galaxy: The effectiveness of PopIII stars in ionizing and heating the IGM
is somewhat uncertain as the gas within galaxies can get polluted by metals
after the first burst of star formation. Hence, we have taken an alternate
source model which consists of normal (PopII) stars. We have generated
the SED of these model galaxies using the stellar population synthesis code
pegase21 (Fioc and Rocca-Volmerange 1997) for standard star formation
scenarios. We assume that the galaxies form in a metal-poor environment
with metallicity 10−3 Z�, where Z� is solar metallicity and follow a Salpeter
IMF for stars with mass between 1 to 100 M�.2 The main difference of
this model compared to PopIII stars is that these galaxies do not produce
very high-energy photons (i.e., larger than 50 eV, see Figure 5.1). Also, one
should keep in mind that a substantial fraction of ionizing photons produced
is absorbed within the host galaxy, only a fraction fesc is assumed to escape
into the IGM and contribute to reionization.

• Mini-QSO: An important component of the SED at high redshifts is the
X-ray radiation which plays an important role in heating the IGM. It is
possible that the galaxies, in addition to the stellar component, host mini-
QSOs that are powered by intermediate mass accreting black holes of mass
103 − 106 M�. For such sources, we assume that the SED has a stellar
component as discussed in the previous paragraph and also a high-energy
component that follows a power-law with a spectral index α (Vanden Berk
et al. 2001; Vignali et al. 2003),

Iq(E) = A E−α. (5.3)

The normalization factor A can be calculated in terms of the UV lumi-
1http://www2.iap.fr/pegase/
2The stars in the primordial galaxies are expected to form in metal-poor environments

(Finkelstein et al. 2009; Lai et al. 2007). The transition from PopIII to PopII stars occurs
when the metallicity approaches some critical value Zcrit, which is typically in the range 10−6−
10−3 Z� (Bromm et al. 2001a; Maio et al. 2010). Hence we make a conservative assumption
that the PopII stars form in an environment with metallicity 10−3 Z�.
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nosity1, the X-ray to UV luminosity fraction fX and the spectral index α.
Unlike the previous two source models, these mini-QSOs emit a large num-
ber of soft X-ray photons, which are very effective in partially ionizing and
heating the surrounding neutral medium (Shull and van Steenberg 1985).
We should mention that the power-law SED represents not only the mini-
QSO type sources, but also other sources of X-rays like supernovae, hot
interstellar medium etc (Pacucci et al. 2014).

• HMXBs: A different source of X-ray photons could be the HMXBs within
galaxies. These sources are different from the mini-QSOs because the soft
X-rays, in this case, will be substantially absorbed due to interstellar ab-
sorption (as shown in Figure 5.1) and thus the spectrum can not be fitted
with any power-law in X-ray band. The level of interstellar absorption of
the soft X-ray photons is quite uncertain for the high-redshift HMXBs. We
have used the SED given by Fragos et al. (2013a,b) and we have assumed
that the SED shape is independent of other galaxy properties, i.e., the stel-
lar mass, the age of the galaxies, etc. It is possible that the SED of the
HMXBs may change with the mean stellar population age because of the
evolution in the metallicity (Fragos et al. 2013b; Kaaret 2014). In order
to keep our model simple, we assume that the metallicity does not evolve
significantly over the time scale which corresponds to the age of the source.

The fiducial values of the parameters used in this study are chosen as follows:
The fiducial stellar mass is taken to be M? = 103 M� for the PopIII model,
which can either be a single star or a cluster of several PopIII stars with mass
M? ∼ 102 M�. For the other three source models the fiducial stellar mass is
chosen to be M? = 107 M� which corresponds to stars in dark matter haloes of
mass Mhalo ∼ 6× 108 M� (assuming a fraction f? = 0.1 of the baryons to convert
into stars). The value of the escape fraction is taken to be fesc = 0.1 for all
these sources. We have assumed a power-law spectrum for the Mini-QSO source
model with a fiducial spectral index α = 1.5, consistent with the observational
constraints from Laor et al. (1997); Vanden Berk et al. (2001); Vignali et al.
(2003). The X-ray to UV luminosity fX of the Mini-QSO and HMXBs models

1We have assumed that the UV band span from 10.2 to 100 eV and the X-ray band span
from 100 eV to 10 keV.
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Figure 5.1: The SED of the source models considered in this chapter, i.e., PopIII,
Galaxy, Mini-QSO and HMXBs. The mass of the PopIII star is taken to be 103 M�.
The stellar mass in the three models Galaxy, Mini-QSO and HMXBs is taken as
M? = 107 M�. The sources are assumed to form in a metal-poor environment in
the IGM with metallicity 10−3 Z�. The ratio of X-ray to UV luminosity (fX) for
the Mini-QSO and HMXBs models are fixed to 0.05. We have fixed the power-
law index α = 1.5 for the Mini-QSO model. The vertical lines from right to left
represent the wavelengths corresponding to Lyα (10.2 eV), hydrogen ionization
energy (13.6 eV), the ionization energy of He i(24.6 eV), the ionization energy of
He ii(54.4 eV) and 100 eV respectively.

can be related to the ratio of the mass of the intermediate mass black hole to
the galaxy mass. Recent observations of high-z quasars predict the accretion
rate of the black holes (BH) to be similar to the Eddington limit (e.g., Willott
et al. 2010). We choose the fiducial value of the parameter fX to be 0.05, which
corresponds to a BH to galaxy mass ratio ∼ 10−3, consistent with observations
(e.g., Rix et al. 2004). Very little is known about the lifetime of the first sources.
It is believed that they are short-lived (Meynet and Maeder 2005), hence we
choose the fiducial age tage of the sources as 20 Myr. The densities of hydrogen
and helium in the IGM are assumed to be uniform and the density contrast δ is
set to 0.
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5.2.2 Heating and ionization maps around the source

For each source model, we generate the ionization and heating maps around an
isolated source using a one-dimensional radiative transfer code. The details of
the method are given in Chapter 2. Here, we briefly describe the main features
of the method.

• The procedure is simplified by assuming a constant density of hydrogen and
helium in the IGM surrounding the source. The initial state (i.e., at the
instant when the source produces the first radiation) of the IGM is taken
to be completely neutral and the initial temperature is computed assuming
that the gas temperature evolves as (1 + z)2 after decoupling from the
radiation temperature around redshifts ∼ 150.

• We divide the IGM into several spherical shells along the radial direction
from the centre of the source. We assume that the radiation from the source
can influence the IGM up to a distance ‘c× t’ from the centre of the source
when the age of the source is ‘t’, with ‘c’ being the speed of light.

• The intensities at UV and X-ray bands will decrease due to absorption
in the medium around the source. We pre-calculate the ionization and
heating rates for different values of optical depths. These are later used
for calculating the time evolution of ionized species of hydrogen and helium
along with the kinetic temperature (TK) of the medium.

• The physical processes that affect the population of the ionization states
of hydrogen and helium are photo-ionization by the continuum photons,
secondary ionization by high-energy primary electrons emitted due to pho-
toionization, collisional ionization and recombination. The temperature of
the IGM is set by different heating and cooling mechanisms like photo-
heating, Compton heating, energy loss due to recombination, collisional
excitation etc.

• The Lyα photons are assumed to be contributed by the continuum spectrum
of the source, recombination of hydrogen in the ionized ISM and collisional
excitation due to secondary electrons. Here, we do not solve a detailed
radiative transfer for the Lyα photons. We have instead assumed that the
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Lyα flux decreases as 1/R2, where R is the radial distance from the centre
of the source.

• In the initial parts of this study, we have not incorporated the effect of gas
velocities on the brightness temperature calculation. In reality, the situation
may be complex and one needs to incorporate the density fluctuations and
velocity effects while generating the 21-cm signal. We have addressed such
complex scenario in Section 5.3.4.

• In order to understand the characteristics of the signal at various epochs,
we consider three different models of heating and Lyα coupling, namely:

(i) Model A: We assume that the IGM is highly heated and Lyα coupled,
i.e., the spin temperature TS � Tγ, where Tγ is the CMBR brightness
temperature at redshift z.

(ii) Model B: We assume high Lyα coupling in the IGM (TS = TK), how-
ever we calculate the TK distribution around the sources self-consistently.

(iii) Model C: The TS profile around the source depends on the source
properties and is generated self-consistently.

Note that these models are also used in Chapter 3 and 4. Model C is
probably the most realistic model for the very first sources in the universe as
the number density of these sources is small and thus no significant overlap
between the signal pattern from different sources is expected. Once the Lyα
coupling becomes efficient during the very early stages of reionization, one
expects model B to represent the IGM conditions. In the presence of X-ray
sources, e.g., mini-QSOs, a major fraction of the universe is heated above
Tγ once the universe becomes & 10% ionized and thus model A is expected
to hold thereafter (Ghara et al. 2015a).
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5.2.3 The 21-cm signal

The form of the differential brightness temperature as described in equation 2.5
can be modified as,

δTb(~θ, ν) = 27 xHI(x, z)[1 + δB(x, z)]
(

ΩBh
2

0.023

)

×
( 0.15

Ωmh2
1 + z

10

)1/2 [
1− Tγ(z)

TS(x, z)

]
mK,

(5.4)

where ~θ is a two-dimensional vector on the sky plane characterising the sky posi-
tion and ν is the frequency of observation. The quantities xHI(x, z) and δB(x, z)
denote the neutral hydrogen fraction and the baryonic density contrast respec-
tively at the comoving coordinate x at a redshift z = 1420 MHz/ν − 1. The
three-dimensional position x, if measured from the location of the observer at
z = 0, is related to the sky position ~θ by the relation x =

{
r(z)~θ, r(z)

}
, where

r(z) is the comoving distance to z, respectively. The quantity Tγ(z) = 2.73
×(1 + z) K is the CMBR brightness temperature at redshift z. We have not
considered the effect of the peculiar velocities of the gas in the IGM in the above
equation.

We have generated the expected signal in a rectangular box with length along
the frequency axis corresponding to the observational bandwidth considered in
this work. For example, a bandwidth of 16 MHz at redshift 15 corresponds to
a simulation box of length 357 comoving Mpc (cMpc) along the corresponding
axis.

5.2.4 Signal visibilities

The measurable quantity in a radio interferometric observation is the visibility.
In general, observations are carried out over many frequency channels with fre-
quency resolution ∆νc over a bandwidth Bν . The visibility is measured for each
frequency channel and for each antenna pair. Thus the visibility V (~U, ν) is a
function of the channel frequency ν and baseline ~U = ~dant/λ, where ~dant is the
two-dimensional separation vector between the antenna pair and λ is the wave-
length of the observation. Under the approximation that either the antennae are
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confined to a two-dimensional plane or the field of view (FOV) is small, the visi-
bility can be related to the two-dimensional Fourier transform of the sky intensity
distribution, i.e.,

V (~U, ν) =
∫
d2θ Iν(~θ) A(~θ) ei2π~θ·~U , (5.5)

where Iν(~θ) is the sky specific intensity at frequency ν and A(~θ) is the primary
beam pattern for individual antenna, which can be assumed to be Gaussian
A(~θ) = e−θ

2/θ2
0 with θ0 ≈ 0.6 θFWHM. For relatively wide field beam pattern

of the antenna, the beam pattern can be taken out from the integral as A(~θc),
where ~θc is the position of the centre of the source. For the rest of the chapter, we
shall assume that A(~θc) ≈ 1. This assumption works quite well when the 21-cm
emitting region is confined to a small angular extent around the centre of the
FOV, e.g., for an isolated source with a short life time. The sky intensity can be
related to the differential brightness temperature as

Iν(~θ) = 2kBν2

c2 δTb(~θ, ν), (5.6)

where kB is Boltzmann constant.
In any observation, the total signal measured by the telescope will include,

in addition to the cosmological signal of interest, the inherent system noise and
the foreground from the astrophysical sources. In the case of 21-cm observations,
these can create enormous difficulties as the cosmological signal is very weak
compared to all other sources that contribute to the visibility. In addition, there
could be man-made radio frequency interference (RFI). For simplicity, we assume
that the RFI can be identified and the corrupted data can be discarded. We will
also assume that the astrophysical foregrounds can be modelled accurately and
subtracted from the data1. Under such assumptions, we need to account for only
the system noise, which too can be quite large at low frequencies. We then write
the measured visibility as

V (~U, ν) = S(~U, ν) +N(~U, ν), (5.7)
1Complete subtraction of the foregrounds without affecting the cosmic signal and system

noise is an overly idealistic assumption. In principle, some amount of signal and system noise
will be lost while subtracting the foregrounds. In addition, some residual foregrounds would
remain as a contaminant within the signal, which in turn may affect to the detectability. We
have discussed the detectability of the signal in the presence of foregrounds in Section 5.3.5
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Parameters Values

Redshift (z) 15

Central frequency (νc) 88.75 MHz

Band width (Bν) 16 MHz

Frequency resolution (∆νc) 50 kHz

Observational time (tobs) 1000 h

System temperature (Tsys) 60× (300 MHz/νc)2.55 K

Number of antennae (Nant) 512 (SKA), 30 (GMRT),

128 (MWA), 48 (LOFAR)

Effective collecting area (Aeff) 962 m2 (SKA), 1590 m2 (GMRT),

16 m2 (MWA), 526 m2 (LOFAR)

Table 5.1: The SKA1-low, GMRT, MWA and LOFAR parameters used in this
study for observations at redshift z.

where S(~U, ν) is the 21-cm signal visibility given by equations (5.5) and (5.6) and
N(~U, ν) is the system noise contribution to the measured visibility.

The system noise N(~U, ν) in different baselines and frequency channels are
uncorrelated and are expected to be Gaussian random variables with zero mean.
The rms noise σN for each baseline, polarization and frequency channel of width
∆νc and correlator integration time ∆tc is given by (Thompson et al. 2001),

√
〈N2〉 =

√
2kBTsys

Aeff
√

∆νc ∆tc
, (5.8)

where Aeff is the effective collecting area of each antenna and Tsys is the system
temperature. Note that 〈N2〉 is independent of U , however it depends on the
frequency implicitly through the quantity Tsys.

Table 5.1 shows the antenna parameters for various telescopes of interest, i.e.,
SKA1-low, GMRT, MWA and LOFAR, along with the default observational crite-
ria used in this study. At low frequencies, the system temperature is dominated
by the sky temperature which is taken to be Tsys = 60 × (300 MHz/νc)2.55 K
(Dewdney 2013; Jensen et al. 2013). The frequency channel width is taken to be
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Figure 5.2: The baseline distributions (left-hand panel) and the corresponding
rms noise in visibilities (right-hand panel) for the SKA1-low, MWA, GMRT and
LOFAR at frequency 90 MHz. nB(U, ν) denote the number of antenna pairs having
same baseline U at frequency ν. The rms is computed for an observation time of
1000 hours and frequency resolution of 50 kHz. We have fixed ∆U=10 while
calculating the rms noise using equation (5.9).

50 kHz, which corresponds to a spatial resolution of ∼ 1.1 cMpc at redshift 15.
There are various ways of reducing the rms noise in observations. An obvious

option is to average over long observation time tobs which reduces the noise by
a factor of

√
∆tc/tobs. Also, it is possible that different combinations of antenna

pairs can give the same baseline ~U for the same frequency channel. Assuming
the antenna distribution to have circular symmetry, the rms noise can be further
reduced by a factor of 1/

√
2πnB(U, ν)U∆U , where 2πnB(U, ν)U∆U is the number

of pair of antennas that have baseline lengths between U and U + ∆U at a
frequency ν. We denote this reduced rms as σ(U, ν) which can be written as

σ(U, ν) =
√

2 kBTsys

Aeff
√

∆νc tobs
× 1√

2πnB(U, ν)U∆U
. (5.9)

The quantity nB(U, ν) is normalized such that
∫
nB(U, ν) d2U = Nant(Nant − 1)

2 , (5.10)

where Nant denotes the number of antennae in the system such that the total
number of baselines is given by the right-hand side of the above equation. The
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baseline distributions nB(U, ν) for various telescopes (GMRT, LOFAR, MWA and
SKA1-low) are plotted in the left-hand panel of Figure 5.2.1 The right-hand panel
shows the corresponding rms defined in equation (5.9) as a function of baseline U .
We can see that, for the same amount of observing time, the rms for SKA1-low
at smaller baselines U . 100 is at least 10 times better than any other existing
facilities. This is because of the significantly greater number of antennae in the
core of SKA1-low. As we will see later, the signal we are studying in this chapter
is mostly concentrated at U . 100, and its amplitude is such that only SKA1-low
will be sensitive enough to make a detection. Hence, we will concentrate our
discussions mainly on SKA1-low in the rest of the chapter.

One way of increasing the possibility of detecting the faint 21-cm signal is to
integrate it over a wide range of baselines and frequency channels. We define an
estimator Ê as

Ê = ANS

∫
d2U

∫
dν nB(U, ν) V (~U, ν), (5.11)

where ANS is a normalization constant given by

A−1
NS =

∫
d2U

∫
dν nB(U, ν) = Nant(Nant − 1)

2 Bν . (5.12)

Since the noise can be treated as random numbers with zero mean, the expectation
value of the estimator is given by

〈Ê〉 = ANS

∫
d2U

∫
dν nB(U, ν) S(~U, ν). (5.13)

The contribution of the noise term will be included in the standard deviation√〈(
∆Ê

)2
〉
≡ σN =

√
2 kBTsys

Aeff

√
tobs Bν Nant(Nant − 1)/2

, (5.14)

where we have used the fact that the noise in different baselines and frequency
channels are uncorrelated. The resulting signal to noise ratio (SNR) will then be
given by

SNR = 1
σN

∫
d2U

∫
dν nB(U, ν) S(~U, ν)∫

d2U
∫
dν nB(U, ν) . (5.15)

1 We have used the previously proposed form of the SKA baseline distribution for
1024 antennae, but normalized the distribution for 512 antennae using equation (5.10).
This baseline distribution is not significantly different from the recently finalized base-
line distribution of the SKA1-low as given in http://astronomers.skatelescope.org/wp-
content/uploads/2015/11/SKA1-Low-Configuration_V4a.pdf. For GMRT baseline distribu-
tion, we have used the fitting function of Datta et al. (2007a).
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Figure 5.3: Upper panel: The brightness temperature distribution around an
isolated source for different source models, i.e., PopIII, Galaxy, Mini-QSO and
HMXBs. The source properties are taken to be those corresponding to the fiducial
values. The results are shown for all three coupling models. Bottom panel: The
absolute value of the corresponding visibility amplitude as a function of baseline
U . Also shown are rms noise in the visibilities calculated for 1000 h of observation
with the SKA1-low with a frequency resolution of 50 kHz. We have fixed ∆U=10
while calculating the rms noise using equation (5.9).
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The bandwidth Bν of the observations is simply the frequency resolution ∆νc
times the number of frequency channels. Note that the above definition (Equation
5.15) of the SNR implies that we weight the visibility signal S(~U, ν) at individual
baselines by the number nB(U, ν) of baselines. Since nB(U, ν) ∝ σ−2(U, ν), we
have simply weighed the visibilities according to inverse of the noise error.

5.3 Results

5.3.1 21-cm signal pattern around the sources

In this section, we describe the 21-cm brightness temperature distribution around
different types of isolated source models, i.e., PopIII, Galaxy, Mini-QSO and
HMXBs. We have already discussed the fiducial values of different parameters in
these models in Section 5.2.1.

We choose the fiducial redshift to be 15 for presenting our results. The
favoured reionization models, after the recent release of constraints by the Planck
team (Planck Collaboration et al. 2015b), prefer a reionization history which be-
gins at z ∼ 15 (Mitra et al. 2015). Hence one expects that the overlap of the
brightness temperature patterns will not be significant at these redshifts. The
corresponding frequency of observations will be ∼ 90 MHz, well within the band
of SKA1-low.

The upper panels of Figure 5.3 show the brightness temperature pattern as
a function of radial distance from an isolated source for four different source
models. We have shown results for three different coupling models A, B and C in
each panel. For model C, the signal pattern in general can be divided into four
prominent regions: (i) The signal is absent inside the central ionized H ii bubble
of the source. (ii) The H ii region is followed by a region which is neutral and
heated by X-rays. In this region, TK > Tγ and thus the signal is seen in emission.
(iii) The third is a strong absorption region which is colder than Tγ as the X-rays
have not been able to penetrate into this region. (iv) Beyond the absorption
region, the signal gradually approaches to zero as the Lyα coupling becomes less
efficient far away from the source. In model B the Lyα coupling is assumed to
be efficient throughout and hence the fourth region is absent. In addition, we
assume the heating to be efficient in model A, and hence both the third and
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fourth regions are absent in this case.
If we now look at the difference between different source models, we find that

all the models produce a prominent H ii bubble around the source, irrespective
of the coupling model. The size of the ionized bubble1 is significantly smaller
for the PopIII model compared to the other three because the stellar mass in
this model is considerably smaller than the others. In fact, if we compare these
models for the coupling model A, we find that all the models are qualitatively
similar showing a H ii region followed by a prominent emission region, the only
difference being the size of the H ii region for the PopIII case.

If we now concentrate on the coupling models B and C, we find that the
Galaxy and HMXBs models do not show any substantial emission beyond the
H ii region. The Galaxy model does not have any X-ray photons, hence the heat-
ing in the neutral / partially ionized IGM is negligible. The X-rays produced by
the HMXBs, on the other hand, are mostly in the very high-energy regime (hard
X-rays) which have relatively smaller interaction cross section. Hence these pho-
tons are not efficient in heating the medium. The presence of these hard X-rays,
however, makes the transition from H ii region to the absorption region somewhat
smoother for the HMXBs compared to the Galaxy model. The other two models,
PopIII and Mini-QSO contain sufficient soft X-rays so as to produce a prominent
emission region. The transition between the emission and the absorption regions
is very smooth in these two models because of the same soft X-rays.

5.3.2 A simple model for calculating the visibility signal
around isolated sources

We present a simple model for calculating the 21-cm signal around a source which
makes it easier to understand some of the properties. The main simplification is
that we will approximate the signal in each zone, i.e., emission and absorption, by
simple step-like functions of various sizes. For model A, where the Lyα coupling
is efficient all over the IGM and the gas temperature is much larger than the
CMBR temperature, the signal is zero within the H ii bubble and in emission
uniform outside (assuming a uniform IGM). The signal can be represented by the
shape shown in the top panel of Figure 5.4. Datta et al. (2007a) showed that the

1We define ionized regions as those with ionization fraction larger than 0.5.
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visibility for U > 0 of a spherical bubble in the uniform IGM can be written as

S(A)
c (U, ν) = −2πIν,1θ2

ν,b,1

[
J1(2πUθν,b,1)

2πUθν,b,1

]
Θ
(

1− |ν − νc|∆νb,1

)
, (5.16)

where Iν,1 is the 21-cm intensity in the neutral region, θν,b,1 is the angular size of
the bubble in the frequency channel ν and ∆νb,1 is the frequency extent of the
bubble. The first zero crossing occurs at the baseline U (A)

0 = 0.61/θν,b,1. Note
that the angular extent in any frequency channel ν is related to that in the central
frequency νc by θν,b,1 = θb,1

√
1− [(ν − νc)/∆νb,1]2.

We can similarly approximate the signal for model B as that shown in the
middle panel of Figure 5.4. We have assumed that both the emission and absorp-
tion regions have uniform intensity Iν,1 and Iν,2, with Iν,2 < 0. The positions of
the transition between the regions are denoted as θν,b,1 and θν,b,2 respectively. In
this case, the visibility for U > 0 is given by

S(B)
c (U, ν) = −2πIν,1θ2

ν,b,1

[
J1(2πUθν,b,1)

2πUθν,b,1

]
Θ
(

1− |ν − νc|∆νb,1

)

+2π(Iν,1 − Iν,2) θ2
ν,b,2

[
J1(2πUθν,b,2)

2πUθν,b,2

]
Θ
(

1− |ν − νc|∆νb,2

)
.

(5.17)

Note that since Iν,2 < 0, the visibility amplitude for model B is larger than that
in model A as can be seen in Figure 5.5. In fact, for model B we find |Iν,2| � Iν,1

for most source models, hence we can approximate the signal by

S(B)
c (U, ν) ≈ 2π|Iν,2| θ2

ν,b,2

[
J1(2πUθν,b,2)

2πUθν,b,2

]
Θ
(

1− |ν − νc|∆νb,2

)
. (5.18)

Under this approximation, we find that the location of the first zero will be at
U

(B)
0 ≈ 0.61/θν,b,2. Thus the extent of the signal in model B is mostly determined

by the position of the transition between emission and absorption regions. Also,
we find that the position of the first zero is smaller for model B than in model
A, i.e., U (B)

0 < U
(A)
0 . Since the amplitude |Iν,2|θ2

ν,b,2 � Iν,1θ
2
ν,b,1, we see from the

equations (5.16) and (5.18) that the amplitude of the signal at smaller baselines
would be larger for model B than for A.

Extending the above calculations to model C, as shown in the bottom panel
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of Figure 5.4, we find the visibility to be

Sc(U, ν) = −2πIν,1θ2
ν,b,1

[
J1(2πUθν,b,1)

2πUθν,b,1

]
Θ
(

1− |ν − νc|∆νb,1

)

+2π(Iν,1 − Iν,2) θ2
ν,b,2

[
J1(2πUθν,b,2)

2πUθν,b,2

]
Θ
(

1− |ν − νc|∆νb,2

)

+2πIν,2 θ2
ν,b,3

[
J1(2πUθν,b,3)

2πUθν,b,3

]
Θ
(

1− |ν − νc|∆νb,3

)
. (5.19)

In this case too, let us make the assumption that |Iν,2| � Iν,1, which is reason-
able for all the source models except PopIII. In addition, one can also make the
assumption that θν,b,3 � θν,b,2, i.e., the extent of the absorption zone is much
larger than that of the emission. This too is a reasonable assumption (except for
PopIII) as can be seen from the top panels of Figure 5.3. In that case, the signal
takes a simpler form

S(C)
c (U, ν) ≈ −2π|Iν,2| θ2

ν,b,3

[
J1(2πUθν,b,3)

2πUθν,b,3

]
Θ
(

1− |ν − νc|∆νb,3

)
. (5.20)

In this case, the signal at small baselines would larger than those in model B by a
factor∼ θ2

ν,b,3/θ
2
ν,b,2. Also, the location of the first zero would be U (C)

0 ≈ 0.61/θν,b,3,
which is smaller than that found in models B and A.

We thus find, with the help of the simplified models and by making reasonable
approximations, that the first zero of the visibility signal for models A, B and C
are determined by the extent of the ionized bubble, emission region and absorp-
tion region respectively. The strength of the signal at small baselines (i.e., those
smaller than the location of the first zero) would be determined by a combination
of the intensities and region sizes.

5.3.3 Visibilities of the sources

If we ignore the contributions from the system noise and other astrophysical
foregrounds, the strength of the 21-cm visibility signal around a single source
depends on the source properties and the state of the IGM itself. The lower
panels of Figure 5.3 show the expected visibilities for different source models and
different coupling models for our fiducial redshift of 15. The properties of the
sources are taken to be identical to that used in the upper panels. Note that
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Figure 5.6: The dependence of the visibility on model parameters for the
Mini-QSO source model. The coupling model is taken to be C. Left-hand
panel : The absolute visibility amplitudes for different values of stellar mass
M? = 106, 107, 108, 109 M� at redshift 15 as a function of baseline. All the other
parameters are fixed to their fiducial values. Right-hand panel : The absolute visi-
bility amplitudes as a function of baseline for different values of fX and α. In both
the panels, the black dashed lines correspond to rms noise for 1000 h of observa-
tion with the SKA1-low with a frequency resolution of 50 kHz and ∆U=10 (see
equation 5.9).

we plot only the absolute value of the visibilities. We also show the expected
system noise for SKA1-low assuming 1000 hours of observation time and a single
frequency channel of width 50 kHz.

The coupling model A represents visibility of an ionized bubble around a
source, similar to what was studied in Datta et al. (2007a). The signal is expected
to show an oscillatory pattern arising from the spherical nature of the bubble
(see Section 5.3.2). Datta et al. (2007a) showed that the first zero crossing of
the visibility will occur at a baseline U0 = 0.61rν [Rb

√
1− (∆ν/∆νb)2]−1, where

rν is the comoving distance to the centre of the bubble (same as the r(z) defined
earlier), Rb is the comoving radius of the H ii bubble, ∆νb is the bubble size in
frequency space and ∆ν is the difference in frequency space between the centre
of the bubble and the observed sky plane. For the source model PopIII, the size
of the H ii region is Rb ∼ 0.23 cMpc for which the first zero crossing occurs
around U0 ∼ 28000 , while the size is larger Rb ∼ 1.13 cMpc for the other three
source models which gives the first zero crossing at U0 ∼ 5700. These values
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are consistent with the prediction of Datta et al. (2007a). We also find that the
visibility amplitude, which is proportional to R2

b at small U (see Section 5.3.2 for
details), is smaller for PopIII compared to the other three models. This too is
because of the fact that the PopIII model produces a much smaller H ii region.

For models B and C, the 21-cm signal visibilities are more complex and cannot
be explained by a simple scenario as in model A. In general, we find that the
emission and absorption bubbles are larger than the H ii bubble for B and C

respectively, and hence the first zero crossings occur at lower values of U compared
to model A. For example, the first zero crossing in the source model Mini-QSO
appears around U0 = 2390 and 590 for models B and C respectively, while it
appears around U0 = 5650 for model A. In addition, we find that the amplitude of
the visibility signal at small U is the largest (smallest) for C (A). The amplitude
of the visibility at small baselines scales roughly as ∼ Iν R

2
b,ν , where Iν is the

signal amplitude in the emission region for model A and in the absorption region
in models B and C, and Rb,ν is the total radial extent (in the frequency channel
ν) of the ionized region for model A, ionized and emission regions for model B
and ionized, emission and absorption regions for models C. We have explained
this aspect of the signal using simple models in Section 5.3.2. Given this scaling,
it is easy to see that since the size of the absorption region is much larger than
the ionized and emission regions, the visibility amplitude in model C would be
the largest. This is further assisted by the fact that the Iν itself is very high in
the absorption region.

At this point, we can make some preliminary comment on the detectability of
the signal with SKA1-low. In the bottom panels of Figure 5.3, we have plotted the
expected noise for an observing time of 1000 hours and for a frequency channel
of width 50 kHz and ∆U = 10. One can clearly see that the signal is detectable
for smaller baselines U . 100 for model C and for the source models Galaxy,
Mini-QSO and HMXBs. The signal for the PopIII model, on the other hand, is
substantially below the noise, and hence it is almost impossible to detect 21-cm
signatures around a PopIII star. This result is consistent with other previous
works, e.g., Yajima and Li (2014). The signal for the coupling models A and
B too are well below the noise leading to SNR < 1, and hence detecting the
first sources would be quite difficult once the Lyα coupling becomes efficient all
throughout the IGM and/or the IGM is heated. We can also infer that detecting
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the first sources using the present telescopes (GMRT, LOFAR, MWA) will require
an unrealistically large amount of observing time as the noise amplitudes are at
least an order of magnitude larger than the SKA1-low (see the right-hand panel
of Figure 5.2). Keeping these in mind for the rest of the chapter, we will consider
the signal only from model C and compare with SKA1-low noise levels. Also, for
definiteness, we concentrate on the source model Mini-QSO, though many of the
conclusions would hold for the models Galaxy and HMXBs.

Until now, we have presented our results for the fiducial values of the source
and IGM parameters. To understand the dependence of the visibility signal on
different parameters, we show in the left-hand panel of Figure 5.6 the absolute
visibility for the source model Mini-QSO having different values of stellar mass.
The coupling model used is C and all other parameters have been set to their
fiducial values. As expected, the absolute visibility increases with mass at small
baselines. In addition, the position of the first zero crossing shifts towards lower
baselines as the mass increases which is because of the increase in the size of
the 21-cm pattern around the source. We expect similar changes in the visibility
signal when we increase the age of the source. The right-hand panel of the figure
shows the effect of different X-ray parameters on the signal visibility. We find
that the visibility at small baselines is relatively insensitive to the parameters
fX and α. There is a slight change in the position of the first zero crossing for
different fX and α because of the change in size of the heated regions. Also the
signal at large baselines can be quite different when we change the parameters.
However, the detectability of the signal, which is mostly driven by the smaller
baselines, is expected to be relatively independent of the X-ray parameters.

Figure 5.7 shows frequency dependence of the absolute visibility. The left-
hand panel shows the signal for different baselines when all the parameters are
fixed to their fiducial values. The visibility peaks at the central channel at the
position of the centre of the source and extends up to the size of the signal in
the frequency space. As expected, the signal is larger for smaller baselines. The
signal seems to increase more rapidly for smaller baselines than for larger ones.
We found that the frequency dependence of the visibility for the Galaxy and
HMXBs models is similar to that for the Mini-QSO model at small baselines.
The amplitude of the absolute visibility increases with the age of the Mini-QSO,
as shown in the right-hand panel of Figure 5.7. We also see the extent of the
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Figure 5.7: Left-hand panel: The absolute visibility amplitude as a function
of frequency channels at baselines U = 10, 50 and 100 for the Mini-QSO source
model and coupling model C. The parameters are fixed to their fiducial values.
The quantity ∆ν represents the difference between the frequency channel under
consideration and the central frequency (νc) of observation. Right-hand panel :
The absolute visibility amplitude as a function of frequency channels for different
values of the source age tage = 1, 20 and 100 Myr at a baseline U = 10. The
horizontal dashed lines in both panels represent the rms noise at baseline U = 10
for 1000 h of observation time and 50 kHz frequency resolution with the SKA1-low.

signal in the frequency space increase with age as expected.
As we have seen, the detectability of the signal around a source is mostly

determined by the smaller U . 100 baselines. At larger baselines, the signal
amplitude decreases while the noise increases, thus making them unsuitable for
detection. A possible way of characterizing the possibility of detection would be
through integrating the signal over all baselines and frequency channels and define
an SNR by using a inverse noise weighting as done in equation (5.15). The SNR
we have defined contains contributions from all possible baselines and frequency
channels. This may not be the optimum SNR possible for this scenario because,
e.g., the SNR can be increased by neglecting large baselines and frequency chan-
nels away from the frequency channel that contains the source centre. However,
constructing a optimum weighting scheme would require prior knowledge of the
signal we are willing to detect. We rather concentrate on a robust estimate of
the SNR which does not require any assumption about the nature of the signal
around the source, which is more appropriate for the first detection of its kind.

Different panels of Figure 5.8 show the SNR as a function of various parame-
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Figure 5.8: The SNR as a function of different model parameters for the source
model Mini-QSO and coupling model C. The panels from top to bottom and
left to right correspond to parameters stellar mass M?, overdensity 1 + δ of the
medium around the source, escape fraction fesc of ionizing photons, X-ray to UV
luminosity ratio fX , X-ray spectral index α, age tage of the source and redshift
z. While calculating the dependence of the SNR on a particular parameter, we
have fixed the other parameters to their fiducial values. The fiducial value for each
parameter is denoted by the vertical dashed line in the corresponding panel. The
SNR is calculated for 1000 hours of observation with SKA1-low with a bandwidth
of 16 MHz.
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ters related to the source properties (e.g., stellar mass, escape fraction of ionizing
photons, X-ray to UV luminosity ratio, spectral index and age of the source) and
the overdensity of the surrounding IGM. Recall that the fiducial value of the pa-
rameters are M? = 107 M�, δ = 0, fesc = 0.1, fX = 0.05, α = 1.5, tage = 20 Myr.
While showing the dependence of the SNR on a particular parameter, we have
fixed all the other parameters to their fiducial values. The characteristics of the
observations are chosen such that the total observational time is 1000 hours, while
the bandwidth is 16 MHz1. As shown in the figure, the SNR is quite sensitive to
the stellar mass M?, fesc, age tage of the source and the IGM overdensity 1 + δ.
The SNR increases with the stellar mass (top left-hand panel) as the strength
of the 21-cm signal increases and thus the visibility amplitude increases (see the
left-hand panel of Figure 5.6). On the other hand, the radius of both the ionized
and heated bubbles increase with the mass of the source, which result in faster
decrease of the visibility with the baseline. Although the visibility signal is much
stronger at smaller baselines for large stellar mass sources, the very small baselines
Umin . 8 are not available for SKA1-low baseline distribution at redshift 15. This
slows the growth of the SNR for the extremely high mass M? & 109M� sources.
From the top right-hand panel, we find that the SNR decreases with increase of
escape fraction. This is because the amount of Lyα photons, produced due to
the recombination of ionized hydrogen in the ISM, is proportional to 1− fesc and
thus the Lyα coupling becomes less effective as fesc increases2. This leads to a
smaller absorption region and thus a smaller amplitude of the 21-cm signal. The
size of the 21-cm signal region increases with the age of the source as the photons
are able to propagate longer distance and thus the visibility amplitude at lower
baselines as well as the SNR increase with the age of the source, as shown in the
bottom second right-hand panel of Figure 5.8. Since δTb ∝ 1 + δ (see equation
5.4), the strength of the signal increases with the increase in the overdensity 1+δ.

1We choose the bandwidth to be smaller than the total bandwidth of SKA1-low which is
∼ 300 MHz. This is done to avoid contribution from other possible sources along the frequency
direction.

2A fraction ∼ 0.68 of the ionizing photons absorbed in the ISM can be converted into Lyα
photons because of the recombination of ionized hydrogen. Thus, in our calculation, we take the
rate of Lyα photons, produced because of recombinations in the ISM, to be 0.68(1− fesc)Ṅion

(Dijkstra 2014), where Ṅion is the number of ionizing photons produced by the source per unit
time.
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Parameter P M? 1 + δ fesc fX α tage 1 + z

Pfid 107M� 1 0.1 0.05 1.5 20 Myr 16
γP 0.80 1.023 −0.42 0.02 0.14 0.52 −3.69
applicable range 1.3× 106 – 1.4× 108M� 0.5 – 10 0.05 – 0.9 0.05 – 0.1 0.5 – 2 4 – 100 Myr 11 – 24

Table 5.2: Dependence of the SNR on the parameters used in the study where the
dependence is modelled as SNR(P ) = 8.89 (P/Pfid)γP . The final row of the table
denotes the parameter range within which the fit produces the SNR to within 20%
of the actual value. The coupling model is taken to be C. The SNR is calculated
for 1000 hours of observation with SKA1-low with a bandwidth of 16 MHz.

Hence the SNR increases almost linearly with 1 + δ, as shown in the top middle
panel of Figure 5.8. The SNR in Figure 5.8 shows relatively weaker dependencies
on the two X-ray parameters fX and α.

Finally, we provide some scaling relations which would allow one to compute
the SNR for a wide range of model parameter and redshift values. We model the
relation as a simple power law

SNR(P ) = SNRfid

(
P

Pfid

)γP
, SNRfid = 8.89 (5.21)

where P is one of the seven parameters of interest, i.e., M?, 1 + δ, fesc, fX , α,
tage and 1 + z. The fiducial value of the parameter P is denoted as Pfid, and the
corresponding SNR is given by SNRfid. The power law index γP determines the
scaling relation for the parameter P and the values are given in Table 5.2. We
have also indicated the values of the parameters where the scaling law reproduces
the SNR to within 20% of the actual value. It is possible to provide more accurate
fits, however, those fits are more complex. Given the assumptions made in the
physical modelling of the heating and ionized regions, the fit provided here should
be sufficient to estimate the parameters which are favourable for detection. Note
that the SNR also has dependence on the observational time as t1/2obs. This is
because of the fact that the SNR∝ σ−1

N (see equation 5.15), which in turn depends
on the observation time as σN ∝ t

−1/2
obs (see equation 5.14).

We can see from Table 5.2 that the dependence of the SNR on parameters
M?, fesc, tage, 1 + δ and z are the most significant. In particular, we find
that the SNR decreases sharply with increasing redshift which follows from the
fact that Tsys increases rapidly at lower frequencies. For fiducial values of other
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Figure 5.9: The absolute visibility amplitude calculated from the simulation box
for different models. The model Isolated (short-dashed) refers to the case where
there is only one source in the box, while Massive-Halo (solid) is the model where
all haloes with masses & 2× 1010M� contain radiation sources. The model Over-
lapped (long-dashed) corresponds to the case where all haloes in the box contain
radiation sources and thus the individual 21-cm regions of individual sources over-
lap significantly. The model Analytical (dotted) is simply the result from analytical
calculation of the earlier sections. The coupling model is taken to be C. Left-hand
panel: The absolute visibility amplitude as a function of baseline. The dash-dotted
curve represents the rms noise for SKA1-low for 1000 h of observation with a fre-
quency resolution of 60 kHz. Right-hand panel: The absolute visibility amplitude
as a function of frequency channels at a baseline U = 20. The dash-dotted line
represents the rms noise at a baseline U = 20.

parameters, the SNR would reduce from ∼ 9 at z = 15 to ∼ 3 at z = 20. We
should mention here that, throughout the chapter, we have calculated the rms
noise for single polarization. The rms noise will decrease by a factor

√
2 for when

both the polarizations are taken into account, and therefore the SNR will improve
by a factor ∼ 1.4.

5.3.4 Overlap between the sources

Till now we have been working under the assumption that there is only one source
in the FOV for which the signal can be computed analytically. However, in reality
there will be multiple sources in the FOV of interest and there could be overlap
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between the 21-cm regions of the individual sources. In addition, there could be
effects arising from peculiar velocities along the line of sight. In such a scenario,
it is almost impossible to find any analytical form of the visibility and the only
way we can compute the expected signal is by using a simulation box. To study
such realistic scenarios, we have run a dark matter N -body simulation in a box of
size 300 h−1 cMpc with 25923 particles. The mass resolution of the dark matter
particles is 2 × 108 M� and we are able to identify dark matter haloes down to
∼ 4× 109 M� using the spherical overdensity method. We present our results for
z = 15 assuming coupling model C, the main reason being that the other models
are not quite favourable for detection. The box length corresponds to a frequency
bandwidth of 20 MHz at z = 15 and the grid size gives a frequency resolution of
∼ 60 kHz. Once we assign photon sources to the dark matter haloes, we use the
method of Ghara et al. (2015a,b) to generate the brightness temperature maps.
Note that the method naturally accounts for the effects of density fluctuations
and the peculiar velocities of the gas in the IGM, as well as fluctuations in the spin
temperature, while calculating the brightness temperatures maps. The method
for generating the δTb maps has been discussed in our earlier works (Ghara et al.
2015a,b) and in Chapter 2 of the thesis.

In order to test the results of the analytical results of the previous sections
against the simulations, we first study a simple scenario where we assume that
there is only one source in the box. We ensure that this source is at the centre of
the FOV and calculate the visibility signal for the whole box. We fix the fraction
of the baryon residing in the form of stars in the galaxy f? = 0.005. This is
chosen such that the stellar mass of the source is M? ∼ 107 M�. We choose Mini-
QSO source model and assume the age of the source to be 20 Myr. We choose the
default values fX = 0.05 and α = 1.5 for the source. The comparison between this
model, which we call Isolated, and the analytical calculations is shown in Figure
5.9. In the left-hand panel, we plot the absolute visibility for a single frequency
channel of width 60 kHz as a function of baseline U , while in the right-hand panel
we show the same as a function of frequency channels for a baseline U = 20. One
can see from the both the panels that the match between Isolated and Analytical
is almost perfect. There is some deviation at larger baseline U & 300 where the
analytical results show sharp features while the simulation results are slightly
smoothed out. This difference arises from the fluctuations in the density and
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velocity fields which are present in the simulations box (but do not exist in our
analytical calculations). The resulting SNR, which is anyway dominated by the
smaller U . 100 baselines, turns out to be very similar for the two cases.

We next study a more realistic model where the box contains more than one
source. In order to ensure that there is no significant overlap between the 21-cm
patterns around the sources, we populate only haloes which have masses larger
than ∼ 4 × 109 M� with ionizing sources. As before, we choose f? = 0.005
so that the most massive source in the box has M? ∼ 107 M�. The resulting
heating fraction is 3× 10−5 and the ionization fraction is 1.4× 10−5. The signal,
labelled as Massive-halo, is shown in Figure 5.9. One can see from the left-hand
panel that there is no difference between the Massive-halo and Isolated models
as far as the U -dependence of the visibility in the central frequency channel is
concerned. The main difference can be seen when we plot the signal as a function
of the frequency channel as is done in the right-hand panel. Clearly, the Massive-
halo shows multiple peaks arising from multiple sources in the FOV. However,
the signal around each of the peak follows the prediction from the Analytical
model. In fact, the presence of such peak-like features in the visibility along
the frequency axis could be a potential way of identifying the location of the
sources in the frequency space1. The SNR obtained, by integrating over the
full bandwidth of 20 MHz, turns out to be 34.7 for the Massive-halo which is
considerably higher than that in the Analytical model (where the SNR is 7.5).
This is simply because the signal is contributed by multiple sources. In case
one is interested in focussing on signal from a single isolated source, one should
integrate over a smaller bandwidth around the source. For example, if we reduce
the bandwidth to 4 MHz, the SNRs for the Massive-halo and Analytical models
come out to be very similar ∼ 16.

For completeness, we study another model Overlapped where all haloes in the
box are assigned ionizing sources. In this case, the overlap between 21-cm pattern
of individual sources is quite significant, and hence we do not expect any match
with the analytical results. We can see from the left-hand panel of Figure 5.9 that

1In principle, it should also be possible to locate the positions of the sources in the image
plane using the observed visibilities. In general, if the source centre is offset by ~θc from the
centre of the field of view, there will be an additional phase shift of e2π~U.~θc in the observed
visibilities. Thus the information on ~θc can be obtained by measuring the phases of the visibility.
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Figure 5.10: Same as Figure 5.9, but with the light-cone effect included.

the signal for the Overlapped model is much higher than the other three models,
even for a single frequency channel. This implies that even a channel of width
60 kHz contains multiple sources in this case unlike the other models. While
studying the frequency dependence of the signal (right-hand panel), we find that
the visibility does not show any prominent peak-like structure as was seen in
the other models. This clearly implies that the 21-cm pattern of the individual
sources have overlapped significantly, and hence it may not be straightforward
to extract the signature of a single source from the complex signal. In such a
scenario, it is probably worth exploring lower frequencies (i.e., higher redshifts)
where the overlap is expected to be less than what is found at z = 15.

In addition, it is also important to account another line of sight effect while
generating the redshifted 21-cm signal, namely the light-cone effect (Ghara et al.
2015b). This effect is caused by the redshift evolution of the signal along the
frequency direction. The detailed method of incorporating the light-cone effect
in the 21-cm signal can be found in Ghara et al. (2015b) and in Chapter 4. While
we expect the signal to be unaffected when there is only one source in the FOV, it
can get modified significantly in more realistic scenarios where there are multiple
sources in the FOV. On the average there will be less number of sources at the
far end of the simulation box (i.e., at lower frequencies) along the line of sight
direction. In order to study this effect we set the parameter f? such that the
stellar mass of the highest mass source at redshift 15 is ∼ 107 M�. The effect
of the light-cone is shown in Figure 5.10, which should be compared with Figure
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5.9. By construction, the signal at the central frequency channels look similar
with and without the light-cone effect (as shown in the left-hand panels of the
two figures) as both correspond to the same redshift 15. The main effect can
be seen by comparing the right-hand panels. For example, in the Massive-halo
scenario, there are less number of sources at channels with frequency smaller than
the central frequency when the light-cone effect is included. On the other hand,
there are more sources (and also the signal amplitude is higher) at channels with
ν > νc compared to the case where the light-cone effect was not considered. In
the Overlapped scenario, the amplitude of the signal is lower compared to the
previous case (i.e., without light-cone effect) at smaller frequencies (far end of
the simulation box) as the number density of sources is smaller. We see that
the signal is also lower at the larger frequencies (near end of the box). This is
because of the presence of larger number of sources in this region thus making
the Lyα coupling relatively stronger. As a result the model C approaches the
model B and gives rise to a signal visibility that is weaker compared to the case
where light-cone effect was not considered. When the signal is integrated over
the full bandwidth of 20 MHz, the SNR of the box including the light-cone effect
is ∼ 48. This is ∼ 40% higher than the SNR without the light-cone effect. The
main reason is that there are larger number of sources at the low-redshift end
of the simulation box. If we reduce the observational bandwidth to 4 MHz, the
SNR is ∼ 15, which is similar to the case without the light-cone effect.

We end this section by commenting upon identifying the possible location of
the first sources. As long as the overlap between individual 21-cm patterns is not
significant, it is possible to identify the position of the source in the frequency
space by plotting the visibility against ν. The channels which show prominent
peaks could be possible location of sources. A more direct method of identifying
sources could be to use future NIR observations from an instrument like the
JWST. It will probe the wavelength range of 0.6− 29µm, which in principle can
be used to detect the very first source in the universe. For example, the flux
from a galaxy of stellar mass M? = 107 M� at redshift 15, observed using the
Near Infrared Camera (NIRCam), is expected to be ∼ 5 × 10−7 Jansky. This
corresponds to AB magnitude of 24.6, while the limiting magnitude of JWST is
29 (Zackrisson et al. 2011). These sources should be detected by the telescope
with SNR larger than 10 for an observation time of 104 second.
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5.3.5 Effect of the astrophysical foregrounds

We have assumed till now that the astrophysical foregrounds can be modelled
perfectly and subtracted from the observed visibilities. In this section, we relax
this assumption to some extent and investigate whether the signal can still be
recovered. In general, an additional term F (~U, ν) arising from the foregrounds
needs to be added to the expression for the measured visibility, i.e., to the right-
hand side of equation 5.7.

Astrophysical foregrounds, mostly contributed by the synchrotron radiation
from our galaxy and extragalactic point sources, are generally several order
stronger than the expected 21-cm signal. For the purpose of this analysis, the
foreground contribution at each baseline and frequency channel is assumed to be
a random variable with

〈
F (~U, ν)

〉
= 0 (for all baselines except ~U = 0, which

is anyway not considered in this study). The foreground contributions can be
quantified in terms of the two-visibility correlation

〈
F ( ~U1, ν1)F ( ~U2, ν2)

〉
given by

(Datta et al. 2007a),

〈
F ( ~U1, ν1)F ( ~U2, ν2)

〉
= δ

(2)
D ( ~U1 + ~U2)

(
2kB
c2

)2

(ν1ν2)2

×C2πU1(ν1, ν2), (5.22)

where Cl(ν1, ν2) is the multi-frequency angular power spectrum and the term
(2kBν2/c2) is the conversion factor from brightness temperature to specific inten-
sity.

We consider three components of the foreground, namely, (i) the galactic
synchrotron radiation, (ii) the Poisson noise arising from discrete point sources
and (iii) the clustering contribution of the point sources. We assume that all
these components have a power law dependence on the frequency (Datta et al.
2007a; Santos et al. 2005). The angular power spectra of these components can
be expressed as,

Cl(ν1, ν2) = Aνf

(
νf
ν1

)ᾱ (νf
ν2

)ᾱ (1000
l

)β̄
× exp

(
− log2

10
ν2

ν1

1
2ξ2

)
(5.23)
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We have taken the values of the parameters Aνf , νf , ᾱ, β̄, ξ from Datta et al.
(2007a), see their Table 1. While estimating the contribution from point sources
we have assumed that all objects having flux larger than 5σ, where σ is the rms
noise in the high-resolution continuum image, are identified and removed.

Figure 5.11 shows the contribution of the expected foreground for the SKA1-
low for the instrument parameters listed in Table 5.1. Among the different compo-
nents of the foreground considered in this study, the diffuse galactic synchrotron
radiation is the most dominant one. The amplitude of the foreground is several
orders larger than the expected signal and system noise for all relevant values
of the baselines (left-hand panel) and frequencies (right-hand panel). Thus it is
not possible to recover the signal by simply integrating over all baselines and fre-
quency channels. One is hence compelled to use a different estimator, e.g., using
a suitable filter (Datta et al. 2007a), to recover the signal in presence of such a
huge foreground contamination.

Unlike the redshifted 21-cm signal, the foregrounds have smooth frequency
dependencies which is shown in the right-hand panel of Figure 5.11. This feature
can be used to construct suitable filters to substantially reduce the foreground
contributions. We essentially follow the method of Datta et al. (2007a) for con-
structing such a filter Sf (~U, ν). The estimator Ê defined in equation (5.11) can
be modified to

Ê = ANS

∫
d2U

∫
dν V (~U, ν) S?f (~U, ν) nB(~U, ν). (5.24)

Since the noise and the foregrounds are random numbers with zero mean, the
expectation value of the estimator can be written as,

〈
Ê
〉

= ANS

∫
d2U

∫
dν S(~U, ν) S?f (~U, ν) nB(~U, ν) (5.25)

It can be shown that the noise contribution is given by

〈
(∆Ê)2

〉
NS

= σ2
NANS

×
∫

d2U
∫

dν |Sf (~U, ν)|2 nB(~U, ν), (5.26)
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Figure 5.11: Left-hand panel: The amplitude of the signal, the system noise
and the foregrounds as a function of the baseline at the central frequency channel.
Right-hand panel: The same quantities as a function of frequency difference from
the central frequency of the observation at a baseline U = 10.

while the contribution from the foregrounds are written as

〈
(∆Ê)2

〉
FG

=A2
NS

∫
d2U

∫
dν1

∫
dν2

(
2kB
c2

)2

(ν1ν2)2

×nB(~U, ν1) nB(~U, ν2) C2πU(ν1, ν2)
×S?f (~U, ν1)Sf (~U, ν2). (5.27)

The signal to noise ratio in presence of the foregrounds becomes

SNR =

〈
Ê
〉

√〈
(∆Ê)2

〉
NS

+
〈
(∆Ê)2

〉
FG

(5.28)

The form of the filter Sf is taken to be

Sf (~U, ν) =
(
ν

νc

)2
[
ST (~U, ν,Bf )−

Θ(1− |ν − νc|/B
′)

B′

×
∫ νc+B

′
/2

νc−B′/2
ST (~U, ν ′

, Bf ) dν ′
]
, (5.29)

where ST (~U, ν,Bf ) is an ideal bandpass filter of width Bf and is given by the
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Figure 5.12: Top left: The bandpass filter function ST (~U, ν,Bf ) used for defining
the filter used in this study (see equation 5.30). Top right: The filter Sf (~U, ν,Bf )
used in this study (see equation 5.29). Bottom left: The expectation value

〈
Ê
〉

of the estimator of the signal as a function of the parameter Bf . Also shown
are the contributions of the system noise and the foregrounds quantified as the
rms

√〈
(∆Ê)2

〉
. The upper horizontal axis denotes the length scale corresponding

to the band width Bf . Bottom right: Signal to noise ratio as a function of the
parameter Bf (solid line) in presence of the system noise and the foregrounds. The
dashed line represents the foreground free case where the signal is integrated over
a frequency bandwidth Bf . The vertical dotted line corresponds to the value of
Bf for which the SNR is maximum. The upper horizontal axis denotes the length
scale corresponding to the band width Bf .
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rectangular function

ST (~U, ν,Bf ) = 0 if |ν − νc| >
Bf

2
=−1 if |ν − νc| ≤

Bf

2 (5.30)

The (ν/νc)2 term on the right-hand side of equation (5.29) accounts for the fre-
quency dependence of the baseline distribution for a given array. The first term
in the brackets on the right-hand side ensures that the signal is integrated only
over a frequency bandwidth of Bf (rather than the full bandwidth Bν of the
observations), while the second term subtracts out the frequency-independent
component in the range νc − B′/2 to νc + B′/2. The choice of B′ affects the re-
sults significantly. After some trial and error we choose B′ = 2Bf if B

′ is less than
Bν , else B

′ = Bν . The advantage of the above filter is that it does not require
any knowledge about the signal and the foregrounds, except for the fact that the
foregrounds are smoother in the frequency. One can, in principle, improve the
analysis by incorporating some knowledge of the signal into the filter (using, e.g.,
the so-called match filter technique), however, the purpose of this analysis is to
show that the foregrounds can be dealt with even with simple filtering techniques.

The top left-hand panel of the Figure 5.12 shows the frequency dependence of
the bandpass function ST (~U, ν,Bf ). The top right-hand panel shows the form of
the filter Sf (~U, ν,Bf ) for two different values of Bf . The bottom left-hand panel
shows the expectation value of the estimator

〈
Ê
〉
as a function of Bf . We also plot

the contributions from the noise
√〈

(∆Ê)2
〉

NS
and the foregrounds

√〈
(∆Ê)2

〉
FG

.
The signal is calculated using the Mini-QSO model with fiducial parameters as
in Figure 5.3. We can see that the filter works quite efficiently in suppressing the
foreground contributions for values of Bf which roughly correspond to the size
of the 21-cm pattern around the source. The contribution from the 21-cm signal
saturates for larger values of Bf while that for the foregrounds keeps on increasing.
This suggests that the SNR should have a maximum for a Bf corresponding to the
size of the 21-cm pattern. The bottom right-hand panel shows the dependence
of SNR on Bf . The maximum SNR is found to be ∼ 9, which corresponds to
Bf = 1.5 MHz and an equivalent length scale of ∼ 33 cMpc. This length scale
corresponds to the radius of the strongest absorption region as shown in Figure
5.3. For comparison, we also show the SNR calculated when the foregrounds
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are not included in the analysis, and the signal is integrated over a bandwidth
equal to Bf . Clearly, the SNR is larger than that in presence of foregrounds, and
approaches a value ∼ 9 when Bf → 16 MHz, consistent with results we obtained
earlier.

We thus find that it should be possible to use the smooth frequency depen-
dence of the foregrounds to suppress their contribution below the noise using
appropriate filters. We obtain an SNR ∼ 9 for our fiducial set of parameters
using a simple filter that subtracts out the frequency-independent component.
The analysis can be significantly improved by using detailed simulations of the
foregrounds (Choudhuri et al. 2014; Gleser et al. 2008; Jelić et al. 2010; Wang
et al. 2006) and using more sophisticated subtraction techniques, e.g., (Alonso
et al. 2015; Bowman et al. 2009; Gu et al. 2013; Harker et al. 2010). In Chapter
6 we look into the effect of such advanced algorithms on the detectability of the
21-cm signal from the first stars.

5.4 Summary and discussion

The main aim of this chapter is to predict the 21-cm visibility signal for different
types of isolated sources at very high redshift and investigate the detectability of
these sources using the SKA1-low. The source models we have considered are the
PopIII stars, galaxies consisting of PopII stars, mini-quasars and HMXBs. We
have used a one-dimensional radiative transfer code to track the time evolution
of the ionization fractions of different ionization stage of hydrogen and helium as
well as the kinetic temperature of the gas in the IGM.

In general, the 21-cm signal around a source can be divided into four zones:
(i) a central H ii region where the signal vanishes, (ii) followed by region where
the signal is in emission, (iii) a strong absorption region just beyond the emission
region, and finally (iv) the signal vanishes at very large distances from the source
where the Lyα coupling is not efficient. Depending on the source model under
consideration, one or more of these four regions may be non-existent or very small
in size.

Our main findings can be summarized as follows:

• The signal from a PopIII star of mass M? ∼ 103M� will not be detectable
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within any reasonable observing time with the SKA1-low. This is because
the size of the region where the signal exists is too small, and so is the
amplitude of the signal.

• For other source models, i.e., normal galaxies, mini-quasars and HMXBs,
the visibility signal is appreciable for small baselines U . 100. This in-
dicates that the detection possibility can be increased by building large
number of antenna elements in the core of the baseline design.

• The detectability of the visibility signal is better for a model where the ion-
ization, heating and Lyα coupling is determined by the radiation from the
source itself (called model C in this thesis), i.e., there is no significant over-
lap between the signal patterns of individual sources. The overlap washes
out the characteristics of the signal around a source, and in that case stan-
dard methods like estimating the power spectrum would be a better way to
detect the signal.

• In order to maximize the detection prospects, we integrate the signal around
the source over all baselines and a frequency bandwidth of 16 MHz. We
find that it is possible to detect the signal around a source at z = 15 with
an SNR ∼ 9 in 1000 hours using the SKA1-low. This number is calculated
for a source model where the galaxy contains standard stellar sources with
stellar massM? = 107M� and age tage = 20 Myr. The escape fraction of the
ionizing photons is fesc = 0.1. In addition to stellar sources, the galaxy is
assumed to harbour a mini-quasar which produces X-rays with a power-law
spectral index α = 1.5 and a X-ray fraction fX = 0.05. The surrounding
IGM is assumed to have the mean cosmic density δ = 0. The numbers are
similar even when the mini-quasar is absent (i.e., no X-ray heating), or the
X-ray is contributed mainly by HMXBs (i.e., almost no soft X-rays).

• We also provide scaling relations which can be used for estimating the SNR
for any other value of the parameters. We find that the SNR is quite
sensitive to the stellar mass and age of the galaxy, as well as the escape
fraction of ionizing photons. It is relatively less sensitive to the X-ray
properties of the source. There is also a strong redshift dependence arising
mainly from the fact that the system noise increases at lower frequencies.
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• We have verified our analytical calculations by comparing with the sig-
nal calculated using a more realistic simulation box which includes many
sources. The visibility calculated from the simulation box is similar to the
analytical calculations as long as the overlap between individual patterns is
not significant. It is interesting to note that the visibility signal for smaller
baselines as a function of frequency shows prominent peaks at channels
where the source is present. This can potentially indicate channels around
which the signal should be integrated.

• While the galactic and the extragalactic foregrounds are several order higher
than the signal we are trying to detect (and the system noise), it is possible
to reduce the contribution of these by using suitable filters. We have shown
that it is possible to achieve a signal to noise ratio ∼ 9 even in the pres-
ence of the foregrounds by using filters which subtract out the frequency-
independent component of the signal.

It is worth discussing some of the implications and caveats of our findings. For
example, we have shown that the detection of the signal requires that the signal
patterns of the individual sources do not overlap significantly, in particular, we
require the Lyα coupling to become less efficient as we move away from the source.
Now, this assumption can be violated in models where the Lyα background is set
by a population of small mass MDM . 108M� haloes. In that case one needs to
look for signals either in objects with rather small stellar mass or in a scenario
where model B is the more appropriate one, both of which lead to smaller SNR.
If we assume f? to be 10%, then a halo of MDM ≈ 3× 108M� produces an SNR
of ∼ 5 for model C, which probably is just above the detection threshold. For
smaller mass haloes, one may need to implement more sophisticated detection
techniques, e.g., stacking of the signal in source position, or a better weighing of
the baselines while calculating the estimator.

The analysis in this chapter ignores various challenges which would arise while
extracting the cosmological information. The presence of galactic and extragalac-
tic foregrounds would contaminate the weak 21-cm signal from redshifted H i, thus
making the extraction a very difficult task. We have assumed in our work that
the foregrounds have been subtracted perfectly from the data. Our conclusions
need to be verified for the case where there is some residual foreground remains
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in the data which can give rise to spurious signals. The same holds true for
other systematics, e.g., the calibration of the data against ionospheric instabili-
ties. Given that we now have a good idea about the parameter space which is
favourable for a detection with a very high SNR, it will worth exploring in the
future these systematic effects on our analysis.

Another possible avenue to extend this work would be the understand how
to determine the properties of the source once the signal is detected. This is
important as the nature of the first stars still remains one of the most fundamental
questions in contemporary cosmology. In this sense, our present work should be
taken as a first step outlining the possibility of detecting the signal, which would
eventually be followed up by understanding the source properties in detail.
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6 | Imaging the first sources dur-
ing the Cosmic dawn with the
SKA

The contents of this chapter are taken from Ghara et al. (2016b).

6.1 Introduction

Detection of the first sources of radiation in the universe which appeared during
the cosmic dawn is at the forefront of modern observational astronomy. It is be-
lieved that these sources formed within the dark matter haloes sometime around
redshifts z ∼ 15− 20 (Greif et al. 2010; Pawlik et al. 2011; Wise and Abel 2007;
Wise et al. 2012). Observing these first sources will not only reveal their unknown
properties but also help us in understanding their influence on the formation and
evolution of astrophysical objects during later epochs. In recent times a large
number of galaxies have been detected at redshift z & 6 using the broad-band
colour (Bouwens et al. 2015; Ellis et al. 2013) and the narrow-band Lyα emission
(e.g., Hu et al. 2010; Kashikawa et al. 2011; Ouchi et al. 2010b). In addition, a
significant number of bright quasars have been detected at high redshifts through
various surveys (Fan et al. 2006a; Venemans et al. 2015). New space missions in
the near future, e.g., the James Webb Space Telescope (JWST)1, are expected to
detect the most faint sources at even higher redshifts.

In addition to the above, 21-cm radiation from the neutral hydrogen (H i) in
the intergalactic medium (IGM) can also be used as a probe to detect the very

1http://jwst.nasa.gov
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early sources. Motivated by this fact, many of the present low-frequency radio
telescopes like LOFAR, PAPER, MWA, GMRT etc have dedicated a large amount
of their observing resources to detect the signal from the epoch of reionization
(EoR). While most of these telescopes are still not able to probe the very early
stages of the EoR as they lack the very low-frequency detectors, the future radio
telescope like the SKA is expected to detect the signal even from the cosmic
dawn. While the first generation telescopes are expected to detect the signal
from the EoR statistically (e.g., in terms of the rms, power spectrum, skewness
etc), the highly sensitive SKA1-low should be able to image the signal from cosmic
H i (Mellema et al. 2015; Wyithe et al. 2015).

Recently, many studies have been done using analytical calculations (e.g.,
Furlanetto et al. 2004a; Paranjape and Choudhury 2014), semi-numerical simula-
tions (Choudhury et al. 2009; Ghara et al. 2015a,b; Mesinger and Furlanetto 2007;
Santos et al. 2008; Thomas et al. 2009; Zahn et al. 2007), and full numerical sim-
ulations involving radiative transfer (Baek et al. 2009; Iliev et al. 2006; McQuinn
et al. 2007b; Mellema et al. 2006; Shin et al. 2008) to understand the behaviour
of the redshifted 21-cm signal from the cosmic dawn and EoR for different source
models. Though most of these studies have concentrated in detecting the signal
using statistical quantities, it will be interesting to study the detectability using
imaging techniques. Some recent attempts have been made to understand the
detection possibility of large ionized bubbles with LOFAR, MWA, GMRT (Datta
et al. 2007a, 2009, 2012a, 2008, 2012b; Geil and Wyithe 2008; Majumdar et al.
2011). In addition, Zaroubi et al. (2012) show that the redshifted 21-cm signal
from the EoR can be detected in low-resolution images with LOFAR. Studies
have also been done in the same context to detect the signal in post-reionization
epochs with SKA1 (Villaescusa-Navarro et al. 2014). Chapter 5 of the thesis
investigated the detectability of very early sources like metal-free Population III
(PopIII) stars, galaxies containing Population II (PopII) stars, mini-QSOs and
high-mass X-ray binaries (HMXBs) in the presence of system noise and astro-
physical foregrounds using a visibility based techniques. The study showed that
the SKA1-low should be able to detect the signal from the sources like the PopII
stars, mini-QSOs and HMXBs with ∼ 9 − σ confidence by integrating the visi-
bilities signal over all baselines and frequency channels within ∼ 1000 hours of
observation time.
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Once the signal from the cosmic dawn is detected, the challenge would be to
interpret it and understand the properties of the first sources and the surrounding
IGM. One probably needs to use some sophisticated parameter estimation method
like the Markov chain Monte Carlo (MCMC) to extract the relevant information.
However, before getting involved in the complexities of the parameter estimation
methods, one needs to set up appropriate observational strategies to detect the
signal. Detection of the signal from the cosmic dawn is itself very challenging as
it is very weak compared to the system noise and the astrophysical foregrounds.
In general, one has to integrate the signal over a large observing time to reduce
the noise and also use some efficient foreground subtraction method to recover
the signal given that the foregrounds are 4-5 orders of magnitude stronger. In
this chapter, we explore, in detail, the detection of the early sources during the
cosmic dawn in H i 21-cm images in the presence of system noise and the fore-
grounds. Our analysis is based on realistic simulations of the signal, system noise,
and the relevant astrophysical foregrounds, followed by predictions related to the
detectability of the early sources using the SKA1-low. These predictions would
be quite useful to plan for observational strategies for detecting the sources in
21-cm observations.

The chapter is organized in the following way. In Section 6.2, we describe the
simulations used in this work. In particular, we describe the model for the sources
used in this chapter in Section 6.2.1, while simulating the baseline distribution of
the SKA1-low is described in Section 6.2.2. The methods to simulate the signal
maps, system noise maps and foregrounds maps are described in Section 6.2.3,
6.2.4 and 6.2.5 respectively. The main results of the chapter are given in Section
6.3 before we conclude in Section 6.5. We choose the Cosmological parameters
Ωm = 0.32, ΩΛ = 0.68, ΩB = 0.049, h = 0.67, ns = 0.96, and σ8 = 0.83, which
are consistent with the recent Planck mission results (Planck Collaboration et al.
2014a).

6.2 Simulation

The study of detectability of the first sources would require careful modelling
of these sources, as well as that of the system noise and the astrophysical fore-
grounds. We discuss the methods for simulating each of these components in this
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Figure 6.1: Left-hand panel: The baseline coverage of the SKA1-low for 4 h of
observation at a declination δdec = −30◦. The integration time taken in this study
is 10 sec. Right-hand panel: The circularly averaged baseline distribution for the
SKA1-low at frequency 90 MHz as a function of baseline U . The quantity nB(U, ν)
denotes the number density of antenna pairs having baseline U at frequency ν.
The vertical line in the right-hand panel represents the baseline corresponding to
an angular resolution of 2′ .

section.

6.2.1 Radiating sources

The physical conditions of the universe when the first sources formed are relatively
poorly understood, and hence the properties of these sources are difficult to model.
In this chapter, we consider different types of sources that could have existed in
the early universe, i.e., the PopII stars in the primordial galaxies (O’Shea et al.
2015; Wise et al. 2014; Xu et al. 2016), the mini-QSOs (Alvarez et al. 2009;
Bromm and Loeb 2003; Chuzhoy et al. 2006b; Tanaka et al. 2012; Thomas and
Zaroubi 2008; Zaroubi et al. 2007) and the HMXBs (Fialkov et al. 2014; Kaaret
2014; Knevitt et al. 2014; Mirabel et al. 2011; Stacy et al. 2010). Besides these,
the metal free PopIII stars are believed to be the another common source during
the cosmic dawn. It is however expected that the individual PopIII stars may not
be detected in the observations of the redshifted 21-cm signal even with advanced

162



6.2 Simulation

telescopes like the SKA1-low because of the very small region of influence (see
Chapter 5). Thus we have not considered them in this chapter. While we consider
the PopII stars combined with the mini-QSOs in galaxies as our fiducial model
source, we will briefly discuss the detectability of other sources too. The main
properties of the sources used in this chapter and the details of their spectral
energy distribution (SED) are given in Chapter 5. Here, we assume that our
fiducial source model has stellar mass M? = 107 M�, age tage = 20 Myr. We
choose the escape fraction fesc = 0.1, spectral index α = 1.5 (Laor et al. 1997;
Vanden Berk et al. 2001; Vignali et al. 2003) and the ratio of the X-ray to UV
luminosity fX = 0.05 as the fiducial values.1

6.2.2 Baseline distribution of the SKA1-low

An important component for simulating radio maps similar to those ones would
obtain in observations is the baseline distribution of the telescope. The only
telescope considered in this work is the SKA1-low which holds the promise of
imaging the high-redshift cosmological signal. As per the presently available
design, the SKA1-low has a compact core of radius 350 m with closely packed
40 super-stations distributed in four concentric rings, while six closely packed
antenna form a super-station. Rest of the 54 super-stations are distributed in
a three-arm spiral from 350 m to 35 km radius, where the super-station density
distribution follow a logarithmic relation2. The total number of antenna for the
SKA1-low is Nant = 564. Table 6.1 shows the parameters related to the model-
observation used in this study. The left-hand panel of Figure 6.1 shows the
baseline uv coverage for 4 h of observation towards a region with declination
δdec = −30◦ with the SKA1-low . The right-hand panel of Figure 6.1 shows
the circularly averaged baseline distribution of the SKA1-low at frequency 90

1The fiducial stellar mass of the source corresponds to stellar content in a dark matter halo
of mass ∼ 6×108 M� assuming f? = 0.1 where f? is the fraction of baryons converted into stars.
We set the fiducial value of the parameter as fX = 0.05. This corresponds to an accreting BH
to galaxy mass ratio of ∼ 10−3 which is consistent with observations e.g., Rix et al. 2004. The
lifetime of the early sources is very uncertain, though the sources are expected to be short-lived
(Meynet and Maeder 2005). Here we set the fiducial age to be tage = 20 Myr.

2The antennae positions for the SKA1-low is taken from
http://astronomers.skatelescope.org/wp-content/uploads/2015/11/SKA1-Low-
Configuration_V4a.pdf
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MHz. The quantity plotted nB(U, ν) denotes the number density of antenna pairs
having baseline U at frequency ν, and is normalized such that

∫
nB(U, ν) d2U =

Nant × (Nant − 1)/2 is the total number of baselines for the SKA1-low. One can
easily notice that the baseline distribution is more concentrated at low-baseline
regions. Note that we have not actually used this circularly averaged baseline
distribution in this study, rather we use the true baseline distribution as obtained
from the antenna positions. The minimum and maximum baseline for the SKA1-
low at redshift 15 turn out to be ∼ 8.5 and ∼ 19500 respectively.

The primary field of view (FOV), which depends on the diameter of the indi-
vidual antenna and observing frequency, is ∼ 5.5◦ for the SKA1-low at redshift
z = 15. However, the maximum angular size (θext) of the image which can be
made depends on the minimum baseline considered for the analysis. For example,
if the minimum baseline Umin ∼ 8.5, then the maximum angular extent θext will
be 6.7◦ (which corresponds to a length scale of 1230 comoving Mpc at redshift
15). On the other hand, the angular resolution (∆θ) of the image depends on the
longest baseline considered for the analysis. For example, the SKA1-low should
be able to produce images with highest resolution 0.175′as its longest baseline is
around Umax ∼ 19500 at redshift 15. However, the system noise will be much
stronger compared to H i 21-cm signal if the image is made at this resolution.
We, therefore, make images at coarser 2′ resolution in order to keep the noise
contribution under control. In order to achieve the default images with 2′ resolu-
tion, we consider baselines only up to U ∼ 1720 and discard larger baselines. We
note that only a negligible fraction of the total baselines would be discarded in
this process as most of the antennae for the SKA1-low are packed at the central
region (see right-hand panel of Figure 6.1). Depending on the values of θext and
∆θ, we generate the signal, noise and foreground maps in a Npixel × Npixel grid,
where Npixel = θext/∆θ. For example, for θext = 6.7 degree and ∆θ = 2′ we obtain
Npixel = 200.

6.2.3 Signal maps

Let us assume that there is an isolated source radiating photons in the neutral
and cold IGM. Our first aim is to study the detectability of the 21-cm pattern
around such a source. We later study a more complex and realistic model where
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Parameters Values

Redshift (z) 15

Central frequency (νc) 88.75 MHz

Band width (Bν) 16 MHz

Frequency resolution (∆νc) 100 kHz

Observational time (tobs) 2000 h

System temperature (Tsys) 60× (300 MHz/νc)2.55 K

Number of antennae (Nant) 564

Effective collecting area (Aeff) 962 m2

Table 6.1: The parameters used in this chapter for a model-observation at redshift
z with the SKA1-low.

multiple sources form within a cosmological volume. The main steps to simulate
the H i signal maps around an isolated source are as follows:

• For a given source model, we generate one-dimensional δTb profile around
each source. The details of the method is described in Section 2.6 of Chapter
2 and Section 5.2.2 of Chapter 5.

• We use the one-dimensional δTb profile to generate the spherically symmet-
ric δTb map in the simulation box. The comoving length and grid resolution
of the simulation box in the angular directions are determined by θext and
∆θ respectively. The same two quantities along the line of sight are deter-
mined by the frequency band width (Bν) and frequency resolution (∆νc) of
the observation.

• We generate the two-dimensional baseline distribution (or uv coverage) ni,jB

in a Npixel × Npixel grid for tuvobs = 4 h of observation at a region with
declination δdec = −30◦, while the integration time is taken as ∆tc =10 sec.
To incorporate the effect of the empty pixels in the two-dimensional baseline
distribution, we first obtain the visibilities of the signal at each uv grid point
and then multiply the signal with the baseline (uv) sampling function, i.e.,
zero at uv grids which are empty and unity otherwise. We then obtain
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Figure 6.2: Left-hand Panel: The radial δTb pattern as a function of the distance
R from the centre of the model source for different source models. The stellar mass
of the source is 107 M� for the three models. The ratio of X-ray to UV luminosity
of the mini-QSO and HMXB models is 0.05, while the power law spectral index of
the mini-QSO model is 1.5. Right-hand panel: Four different regions around the
fiducial mini-QSO source model.

the final image (which is usually known as “dirty” image) of the signal by
performing a two-dimensional inverse Fourier transform of the visibilities.
We note that the H i signal in the “dirty” image is hardly distinguishable
from the input H i signal. This is due to the fact that uv space is nearly
filled and there are not many empty uv grids at small baselines where the
H i signal is strong.

The left-hand panel of Figure 6.2 shows the δTb distribution around the three
types of sources considered in this work. One can easily identify that there exist
four separate regions radially outward from the centre of the source (see the right-
hand panel of Figure 6.2). These are (1) H ii region: the signal is zero at the
medium just adjacent the source as xHI ∼ 0. (2) emission region: the H ii region
is followed by an emission region where TS > Tγ. (3) absorption region: the
emission region is followed by a strong absorption region where TS < Tγ and (4)
Lyα deficient region: the signal vanishes at far away region as Lyα coupling is
not strong enough and thus TS = Tγ. The lengths of different regions depend
on the source properties. The strength, as well as the volume of the absorption
signal, is much larger than the emission signal for the sources we consider. For
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example, the minimum δTb for the fiducial mini-QSO model is ∼ −160 mK, which
is much larger compared to the maximum δTb ∼ 30 mK. Thus, one can expect
that this region will be the easiest to be detected in radio images, while it may be
difficult to identify the H ii and emission regions because of the contamination
of the weak signal by the system noise and foregrounds. One can also notice
that the strength of the absorption signal is larger in the case of the models
Galaxy and HMXB compared to the mini-QSO. In other words, one may expect
higher detectability for the Galaxy and HMXB source models than the mini-QSO,
assuming the sources to be isolated. This will be discussed in more detail in the
later part of the chapter.

The one-dimensional δTb profile around the fiducial mini-QSO source model
is shown in the left-hand panel of Figure 6.3. The sky specific intensity can be
related to δTb as

Iν(~θ) = 2kBν2

c2 δTb(~θ, ν), (6.1)

where kB is Boltzmann constant and c is the speed of light. The flux per synthe-
sized beam can be obtained by,

Sν = Iν(~θ)×∆Ω, (6.2)

where ∆Ω = (∆θ)2 is the beam solid angle. The quantity Sν thus gives the total
flux within a single beam. The middle panel of Figure 6.3 shows Sν distribution
along the angular directions for our fiducial source for an angular resolution (or
beam) 2′ at the central frequency channel (which contains the centre of the source
in this case). Although the angular extents of our original image are 6.7◦ × 6.7◦,
we show only a smaller 3.4◦× 3.4◦ image. The maximum amplitude of the signal
Sν in the map is ∼ −13 µJy, with the negative sign signifying that the signal is
in absorption.

6.2.4 Noise maps

The system noise N(~U, ν) at different baselines and frequency channels are un-
correlated and expected to be Gaussian random variables with zero mean. The
rms noise for each baseline and frequency channel of width ∆νc and correlator

167



6. IMAGING THE FIRST SOURCES DURING THE COSMIC
DAWN WITH THE SKA

−250

−200

−150

−100

−50

 0

 50

 0.1  1  10  100

 δ
 T

b
 (

m
K

)

 R (cMpc)

−300

 0

 300

−300  0  300

−1.7° 0° 1.7°

y
 (

c
M

p
c
)

x (cMpc)

µJy

−12

−10

−8

−6

−4

−2

 0

−300

 0

 300

−300  0  300

−1.7° 0° 1.7°

x (cMpc)

µJy

−100

−50

 0

 50

−50

 0

 50

−50  0  50

Figure 6.3: Left-hand panel: The δTb profile of the fiducial source (M?= 107 M�,
δ = 0, α = 1.5, fX = 0.05, tage = 20 Myr) as a function of the radial distance
from the centre of the source at redshift 15. Middle panel: 3.4◦ × 3.4◦ image of
the signal (without noise) at the frequency channel that contains the centre of the
source at redshift 15 for an angular resolution of 2′. The inner panel represents
the zoomed version of the same image. All the color palettes represent µJy per
beam. Right-hand panel: The corresponding noise maps at the central frequency
channel. The noise map corresponds to a frequency resolution of 100 kHz and 2000
h of observation time.

integration time ∆tc is given by (for single polarization),
√
〈N2〉 =

√
2kBTsys

Aeff
√

∆νc ∆tc
, (6.3)

where Aeff is the effective collecting area of each antenna and Tsys is the system
temperature. Here we have chosen ∆tc = 10 sec. The steps to generate the noise
maps are given below:

• First, we generate Gaussian random noise (both the real and imaginary
parts) with zero mean and rms

√
〈N2〉 in the Npixel × Npixel grid in the

Fourier space.

• The presence of multiple baselines in a uv grid point can be used to decrease
the noise in that pixel. We account for this by simply scaling the noise in
(i, j)th pixel by a factor 1/

√
ni,jB .1

1In principle, the baseline distribution is dependent on the frequency of interest and thus,
should be different for different frequency channels. In this study, we have ignored this fact and
worked with only one baseline distribution which corresponds to the central frequency of the
observation.
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• By averaging over long observation time tobs, one can decrease the noise
further by a factor of

√
tobs/tuvobs, which is done in this work as well.

• As mentioned earlier, the presence of empty pixels in the two-dimensional
baseline distribution is accounted for by including a mask which is zero at
the empty pixels and unity otherwise.

• We obtain the real space noise map by doing two-dimensional inverse Fourier
transform of the reduced noise in Fourier space at each frequency channel.

The right-hand panel of Figure 6.3 shows the simulated noise map at the
central frequency channel for an angular resolution 2′ for 2000 h of observation
time and the parameters listed in Table 6.1. The rms noise per beam of the
corresponding map is ∼ 19 µJy. The amplitude of the signal as shown in the
middle panel of Figure 6.3 is significantly smaller the rms noise for 2000 h of
observation, thus the signal is not detectable without further reducing the noise
using some other techniques like “smoothing”, which we will discuss later part of
the chapter (in Section 6.3.1.2).

6.2.5 Foreground maps

The cosmological signal will be contaminated by other astrophysical foregrounds
which have significantly larger amplitude (Ali et al. 2008; Ghosh et al. 2012).
In this study, we consider the Galactic synchrotron radiation and emission from
unresolved extragalactic point sources as the major contributors to these fore-
grounds. Among these two, the Galactic synchrotron radiation contributes∼ 70%
of the total foregrounds (Jelić et al. 2008; Wang et al. 2006). In addition to these,
the Galactic free-free emission, supernova remnants, and extragalactic radio clus-
ters may also provide a small contribution to the total foreground, which has
been neglected in this study. The method of simulating the foregrounds is given
below:

• Galactic synchrotron radiation: We have mainly followed Choudhuri et al.
(2014) for simulating the Galactic synchrotron radiation. The fluctuations
in the foregrounds are assumed to be Gaussian random fields with an an-
gular power spectrum Csyn

2πU(ν) that can be expressed as (see, e.g., Ghosh
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et al. 2012),

Csyn
l (ν) = A150

(1000
l

)β̄ (
ν

ν?

)−2ᾱsyn−2 ¯∆αsyn log( ν
ν?

)
, (6.4)

where ν? = 150 MHz, A150 = 513 mK2, β̄ = 2.34, ᾱsyn = 2.8 and ¯∆αsyn =
0.1. The parameters for the Galactic synchrotron emission have been taken
from Platania et al. (1998); Wang et al. (2006).

Given the angular power spectrum, we first generate the maps of the tem-
perature fluctuations for the foregrounds in the Fourier space using the
relation

∆Tsyn(U, ν) =
√

ΩCsyn
l (ν)
2 [x(U) + iy(U)] , (6.5)

where l = 2πU and Ω is the total solid angle of the simulated area. The
quantities x(U) and y(U) are two independent Gaussian random variables
with zero mean and unit variance. We then carry out a two-dimensional
inverse Fourier transform on the ∆Tsyn(U, ν) distribution to obtain the real
space distribution δTsyn(~θ, ν) at each frequency channel. The specific inten-
sity fluctuation can be simply obtained as δIsyn(~θ, ν) = (2kB/λ2)δTsyn(~θ, ν).
We multiply this with the beam solid angle to obtain the flux per synthe-
sized beam for the Galactic synchrotron radiation maps.

• Extragalactic point sources: The method used to simulate the foregrounds
from the extragalactic point sources is based on the observations of Ghosh
et al. (2012) with GMRT at frequency ν? = 150 MHz.1 The differential
source count is given by

dN

dS
= 103.75

Jy.Sr

(
S

Jy

)−1.6

. (6.6)

We assume that the point sources with flux larger than 5σ can be identi-
fied and removed from the pixel. In this work, we generate the map for

1The foreground contribution from the unresolved extragalactic point sources can be divided
into two parts, (i) the Poisson contribution and (ii) the clustering contribution. The point
source clustering part dominates over the Poisson part at large angular scales (Di Matteo et al.
2002). However, the diffuse synchrotron emission from our galaxy is expected to be much
stronger than the point source clustering contribution at these large scales (Datta et al. 2007a;
Di Matteo et al. 2002; Santos et al. 2005). We, therefore, do not consider the foreground
contribution from the clustering part in this study.
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Figure 6.4: The foreground map at the central frequency channel νc = 88.75
MHz. The angular resolution of the map is 2′. The map includes the contributions
from the Galactic synchrotron radiation and extragalactic radio emission from the
unresolved point sources.

the unresolved extragalactic point sources within a flux range 10−4 to 0.1
mJy, while we assume that all source above 5σ ∼ 0.1 mJy will be resolved
and removed. First, we divide the flux range into multiple flux bins and
calculate the number of sources associated with each flux bins. We ran-
domly distribute the sources in the two-dimensional map along the angular
directions at the central frequency channel. The maps at other frequency
channels are generated assuming the flux of the sources changes with fre-
quency as,

Sν = Sν?

(
ν

ν?

)−αps

, (6.7)

where αps is the spectral index of the foregrounds contribution from the
point sources. We generate the index αps for each point source from a
uniform random distribution with values in the range of 0.7 to 0.8.

Figure 6.4 shows the 2′ resolution map for the total foreground signal at the
central frequency channel with the two-dimensional mean is subtracted out. The
strength of the foreground signal is ∼ 3− 4 order of magnitude stronger than the
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expected signal at this resolution as can be seen by comparing with Figure 6.3.
Thus, it is obvious that the recovery of the signal in the presence of such a strong
foregrounds is indeed a challenging task. We will discuss various techniques to
subtract the foregrounds below the signal level at the later part of the chapter.

6.3 Results

In order to estimate the detectability of the first sources through imaging the
high-redshift 21-cm signal, we choose our fiducial source model to be the mini-
QSO. We first study in great detail the simplistic situation where there is a single
isolated source in the FOV, and then consider a more realistic situation where
there are multiple sources in the field.

6.3.1 Isolated source

We assume that the isolated source is completely isolated and situated at the
centre of the FOV. The fiducial parameters of the mini-QSO model, as mentioned
earlier, are taken to be M? = 107 M�, fesc = 0.1, fX = 0.05, α =1.5 and age
tage = 20 Myr. We assume the IGM density contrast δ = 0. We choose the fiducial
angular resolution for imaging as 2′. The spatial length scale corresponding to
this resolution is ∼ 6 cMpc, which is similar to the radial distance to the strongest
absorption signal around the fiducial source.

6.3.1.1 Signal and the system noise

First, let us consider a scenario where we can ignore the complexities arising from
the foregrounds. Even in this simple case where we deal only with the signal and
the system noise, we find that the noise is much larger than the cosmological
signal as shown earlier in Figure 6.3.

One method of increasing the SNR is by smoothing the maps using some
filter. We have seen in Chapter 5 that the signal exceeds the system noise only
for baselines U . 100, which corresponds to angular scales & 10′. In order to see
similar effects in the image, we have used Gaussian filters of different widths (i.e.,
standard deviations) for smoothing the images at all the frequency channels. The
effect of smoothing on the image maps is shown in Figure 6.5. The three panels

172



6.3 Results

−300

 0

 300

−300  0  300

−1.7° 0° 1.7°

y
 (

c
M

p
c
)

x (cMpc)

µJy

−15

−10

−5

 0

 5

 10

 15

−300

 0

 300

−300  0  300

−1.7° 0° 1.7°

x (cMpc)

µJy

−8

−6

−4

−2

 0

 2

−300

 0

 300

−300  0  300

−1.7° 0° 1.7°

x (cMpc)

µJy

−5

−4

−3

−2

−1

 0

 1

Figure 6.5: Left-hand to right-hand panels show the images smoothed with a
Gaussian kernel of size 10′, 20′ and 30′ respectively. The images contain the signal
from the radiating source as well as the system noise. Our fiducial source parame-
ters are M?= 107 M�, α = 1.5, fX = 0.05, tage = 20 Myr at redshift 15. We have
taken 100 kHz frequency resolution and 2000 h of observation time.

from the left-hand side show the effect of using a Gaussian smoothing kernel of
width 10′, 20′ and 30′ respectively. One can clearly see that the 21-cm pattern of
the source becomes more prominent as we increase the width of the kernel. This is
related to the fact that the noise amplitude decreases because of smoothing. For
example, the rms noise of the map without smoothing (right-hand panel of Figure
6.3) is ∼19 µJy for 2000 h of observation and 100 kHz of frequency resolution,
while the rms noise reduces to ∼ 0.4 µJy for smoothing with the fiducial Gaussian
filter of size 30′ (right-hand panel of Figure 6.3).1

We define the SNR of the maps as the ratio of the largest absolute amplitude
of the observed pixel (signal + noise in this case) in the image plane and the rms
noise. We average over 10 independent realizations of the noise while calculating
the SNR. The SNRs in the left-hand to right-hand panels of Figure 6.5 are 4, 7.5
and 11 respectively, while the corresponding rms noise are 4.4, 1.1 and 0.4 µJy
respectively. It is clear that the SNR increases with the width of the Gaussian
filter. Thus, it is possible to detect the signal by smoothing the maps with
sufficiently wide filters like 30′ within 400 (150) hours of observation with an
SNR ∼ 5 (∼ 3).

130′ corresponds to a spatial scale of ∼ 90 cMpc, which is typical size of the 21-cm region
around the source after 20 Myr.
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We use the Pearson-cross-correlation to quantify the similarity between two
maps. For two maps having amplitudes xi and yi at the ith pixel, the Pearson-
cross-correlation coefficient is defined as

χ =
∑
i (xi − x̄)(yi − ȳ)√∑

i(xi − x̄)2
√∑

i(yi − ȳ)2
, (6.8)

where x̄ and ȳ are the mean of the maps xi and yi respectively. The value of χ
for the 21-cm map around the isolated fiducial source smoothed by a Gaussian
kernel of width 30′ and a similar smoothed map which included the system noise
is 0.56. The value of χ is relatively smaller in these case as the signal from the
source is localized in the central part of the map, while most part of the image
in the second case is dominated by the noise.

We have seen that the detectability of the signal from the fiducial source
improves significantly when we smooth the image over some scale. However, this
same smoothing can change the original profile of the δTb distribution around the
fiducial source. This may create additional difficulties in extracting the properties
of the source from these maps. Thus, we must check whether these smoothed
profiles can even be used for parameter estimation. The panels (a) - (h) in Figure
6.6 show the true δTb profiles (solid lines) and the smoothed ones with a Gaussian
filter of size 30′(dashed lines) for different source parameters. In each of these
panels, we keep all the parameters except one fixed to their fiducial values. One
can easily notice that the smoothed profiles are quite sensitive to parameters like
the stellar mass M?, over-density (1 + δ) and the UV escape fraction fesc, while
the profiles are almost unaffected while changing the X-ray parameters fX , α and
the age of the source tage. We can thus infer that it should be possible to infer the
values of the M?, δ and fesc from the smoothed images, while other parameters
may remain undetermined. The panel (g) in Figure 6.6 shows the smoothed δTb

profiles for different source models. It is interesting to note that the profiles look
almost the same, thus implying that it would not be straightforward to infer the
precise source model from the smoothed image maps. The panel (h) of Figure 6.6
shows the smoothed δTb profile of the fiducial source for the Gaussian filters of
width 10′, 20′ and 30′. The error bars in the panel show the 1−σ error due to the
system noise for 2000 h of observation and 100 kHz of frequency resolution when
the filter width is taken to be 30′. The errors have been obtained by averaging over
pixels lying in circular annulus around the centre of the source. The system noise,
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Figure 6.6: The radial brightness temperature profiles around an isolated source
at z = 15. The panels (a) to (f) show the dependence of the profiles on the model
parameters, namely, the stellar mass M?, the overdensity of the surrounding IGM
(1 + δ), the UV escape fraction fesc, the ratio of X-ray to UV luminosity fX , the
X-ray spectral index α and the age of the source tage respectively. The solid curves
are for the case without any smoothing, while the corresponding dashed curves
represent the corresponding smoothed δTb profile, where the smoothing is done
with a Gaussian filter of width 30′. While varying one parameter, we have fixed
the other parameters to their fiducial values for generating the δTb profiles. Panel
(g) shows the intrinsic and the smoothed δTb profiles for the three different types
of source models considered in this chapter. Panel (h) shows the smoothed δTb

profiles around the fiducial source for three different widths of Gaussian kernel,
namely 30′, 20′ and 10′. The error bars represent the 1σ rms of the system noise
corresponding to a frequency resolution 100 kHz, 2000 h of observation time and
30′ Gaussian filter.
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when averaged circularly in a single slice, should drop like R1/2 in a scenario when
the noise in adjacent pixels in the image are uncorrelated. However, smoothing
makes the noise at different pixels correlated and therefore a simple drop of the
error like R1/2 is not applicable in this case. We calculate the true error bars
by making independent realizations of the noise map and smoothing it using the
Gaussian filter. We then bin the image in the radial direction around the centre
of the source and calculate the circularly averaged noise at each bin for each
realization. The variation of this quantity across realizations gives the required
rms. The error bars in panel (h) of Figure 6.6 represent the rms calculated using
this method. By comparing with the panels (a) - (g), we find that the change
in the profiles when we change the values of M?, δ and fesc is larger than the
sizes of the error bars. Thus one expects that a reasonably advanced parameter
estimation method (e.g., MCMC) using the smoothed δTb profile can put strong
constraints on the three parameters M?, (1 + δ) and fesc, whereas the X-ray
parameters and tage may not be strongly constrained.

Now let us discuss the detectability of other source models in this foreground-
free scenario. The SNRs for the Galaxy and HMXB source models for the fiducial
parameter values are 11.3 and 11.2 respectively for the smoothed maps. Although
the absorption signal in the expected δTb profiles in Figure 6.2 is stronger for the
Galaxy and HMXB source models compared to the mini-QSO, all the profiles
look almost similar after smoothing which leads to similar SNRs (see panel (g)
of Figure 6.6). The SNR is also quite sensitive to the redshift of observation.
For example, if the source formation starts at a lower redshift, say, z = 10, the
SNR of the fiducial mini-QSO model increases from ∼11 to ∼ 46 because of the
decrease in the system noise. The SNRs for different values of the parameters are
listed in Table 6.2.

Till now we have been considering the scenario where there is only one source
in the FOV and the δTb profile is calculated using the method given in Section
6.2.3. Since a small amount of Lyα radiation is sufficient to couple TS to TK, it
is possible that the IGM may rapidly attain a state where the Lyα coupling is
very strong in every part of the IGM. This can arise, e.g., from the significant
overlap between the individual Lyα bubbles of the very early sources. In such a
scenario, we will have TS = TK at all points in the IGM which we call the “Lyα
coupled scenario” (same as model B in Chapter 5). In this case, a large fraction
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Source M? 1 + δ fesc 1 + z Filter SNR1 SNR2
Mini-QSO 107M� 1 0.1 16 30′ 11.1 9.1
Mini-QSO 106M� 1 0.1 16 30′ 3.6 3.4
Mini-QSO 108M� 1 0.1 16 30′ 25.9 20.2
Mini-QSO 107M� 2 0.1 16 30′ 20.4 17.5
Mini-QSO 107M� 1 0.5 16 30′ 5.2 4
Mini-QSO 107M� 1 0.1 11 30′ 46 38
Mini-QSO 107M� 1 0.1 16 10′ 4.2 4.0
Galaxy 107M� 1 0.1 16 30′ 11.3 9.4
HMXBs 107M� 1 0.1 16 30′ 11.2 9.2

Table 6.2: The SNRs for different scenarios considered in the chapter. These
correspond to an observation time of 2000 h with the 564 antennae SKA1-low with
a frequency resolution of 100 kHz. The quantities SNR1 and SNR2 represent the
signal to noise ratios for the scenarios with and without foregrounds respectively.

of the IGM show strong absorption signal, however, the mean subtracted signal
is expected to be very little in the emission and absorption regions. In order
to achieve an SNR of ∼ 5 for the fiducial source in this scenario, we require an
observing time as large as 10,000 h when the smoothing is done with a Gaussian
filter of size 30′. Hence the detectability of the signal will be significantly more
challenging when the Lyα coupling complete.

6.3.1.2 Signal + Noise + Foregrounds

Let us now investigate the detectability of the first sources in the presence of
astrophysical foregrounds. As we have seen that the foregrounds are several
orders larger than the signal as well as the system noise, it is in principle a very
challenging task to recover the signal. However, the frequency dependence of the
foregrounds is relatively smooth, while other components namely the signal and
the noise behave differently. This property of the foregrounds can be used to
subtract the foregrounds and recover the signal.

There are many approaches considered for removing the foregrounds, such as
the polynomial fitting based method (Wang et al. 2006), Wp smoothing (Harker
et al. 2010), independent component analysis (Chapman et al. 2013), continuous
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Figure 6.7: Left-hand panel: The real space signal (solid curve) and noise (dashed
curve) as a function of the frequency channels along the line of sight to the centre
of the source. Right-hand panel: The solid curve represents the difference between
the signal + noise (before the foreground subtraction) and the residual signal +
noise (after the foregrounds are subtracted) along the ν direction. The dashed
curve represents the residual signal + noise along the frequency direction after the
foregrounds are subtracted using a third order polynomial fitting method.
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Figure 6.8: Left-hand panel : Map of the residual signal and noise after the
foregrounds are subtracted (without smoothing). The angular resolution of the
map is 2′. The noise corresponds to 2000 h of observation, 100 kHz of frequency
resolution and baseline distribution of 564 antennae SKA1-low. Right-hand panel:
Same as the left-hand panel but smoothed with a Gaussian filter of size 30′.
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wavelet transform (Gu et al. 2013) and so on. In this work, we consider the
polynomial fitting method which is relatively straightforward to implement among
the existing ones. The steps we follow to generate the foregrounds subtracted
smoothed images are:

• First, we calculate the total visibility V (~U, ν) which can be written as,

V (~U, ν) = S(~U, ν) +N(~U, ν) + F (~U, ν), (6.9)

where S(~U, ν), N(~U, ν) and F (~U, ν) are the contributions from the cosmo-
logical signal, system noise and foregrounds respectively.

• We choose the components of V (~U, ν) along the frequency direction for
each ~U and separately fit the real and imaginary part using a third order
polynomial in logarithmic space. The form of the polynomial is given by

log V (~U, ν) =
n∑

m=0
am (log ν)m , (6.10)

where we choose n = 3 in this case. One thing to remember is that certain
amount of signal and system noise is also removed during the foreground
removal process. Thus fitting with a polynomial of a very high order may
not be helpful.

• After the polynomial fitting, we subtract the fitted visibilities from the
total visibilities to obtain the residual visibilities Vres(~U, ν). These residual
visibilities contain the residual foregrounds, signal and noise.

• Finally we carry out the two-dimensional inverse Fourier transform of the
Vres(~U, ν) at each frequency channel to get the real space maps that have
the foregrounds subtracted.

• We smooth the image with a two-dimensional Gaussian filter to reduce the
rms noise.

The left-hand panel of Figure 6.7 shows the real space 21-cm signal and system
noise of the SKA1-low for 2000 h of observation as a function of the frequency
channels along the line of sight which contains the centre of the source. One
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Figure 6.9: Left-hand panel: The estimator of the signal using the filter Sf and
the corresponding error from the system noise and the foregrounds as a function of
the parameter Bf . Right-hand panel: The signal to noise ratio as a function of the
parameter Bf . The top labels of the panels show the spatial scales corresponds to
Bf .

can see that the signal is contaminated by the system noise. The foregrounds
along the same line of sight are several orders larger than the signal or the noise
and hence is not shown in the figure. The right-hand panel shows the residual
signal + noise after subtracting the foreground using the third order polynomial.
Also shown is the difference between the original and the residual signal + noise.
Clearly, the subtraction method is accurate enough to recover almost the original
signal and noise. Figure 6.8 shows the foreground subtracted image without (left-
hand panel) and with (right-hand panel) smoothing with the Gaussian filter of
size 30′. One can see that some amount of signal and noise also subtracted during
the foregrounds removal process by comparing the images at the right-hand panel
of Figure 6.8 and the right-hand panel of Figure 6.5. The value of χ for these
two maps is 0.96. The SNR turns out to be ∼ 9 for the same parameters for
the foreground subtracted smoothed image, which is slightly smaller than the
foreground-free image (the SNR turned out to be ∼ 11 in that case).
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6.4 Removing the foregrounds using a filter

In this section, we present a different approach to remove the foregrounds using
a suitable filter rather than subtracting the foregrounds using some subtraction
method as explained earlier. We showed in Chapter 5 that it is possible to detect
the signal by summing up all the visibility contributions from different baselines
and frequency channels in the foreground-free scenario. Even in the presence of
the foregrounds, the signal is detectable using suitable filters which can decrease
the foregrounds contributions below the signal. While the previous work was
done using the analytical form of the signal from the source and for a somewhat
idealized baseline distribution, here we repeat the calculation using the simulated
signal and recently published baseline distribution of the SKA1-low.

The filter used introduced in Chapter 5 does not depend on any prior infor-
mation on the signal and it only uses the fact that the foregrounds have smooth
frequency dependence. The details of the method of subtracting foregrounds us-
ing filters can be found in previous works like Datta et al. (2007a); Ghara et al.
(2016a). Here we briefly describe the method.

We define the estimator Ê as

Ê = ANS(∆U)2∆νc
∑
a,b

V ( ~Ua, νb) S?f ( ~Ua, νb) nB( ~Ua, νb), (6.11)

where ∆U is the grid resolution in the baseline distribution and the quantity
Sf (~U, ν) represents the filter. The sum is over all possible baselines a and fre-
quency channels b. The normalization constant ANS is given by

A−1
NS = (∆U)2∆νc

∑
a,b

nB( ~Ua, νb) = NBBν , (6.12)

where NB is the total number of baselines used in the study.
The system noise and the foregrounds are expected to be random numbers

with zero mean. Thus, the expectation value of the estimator is expected to be,〈
Ê
〉

= ANS(∆U)2∆νc
∑
a,b

S( ~Ua, νb) S?f ( ~Ua, νb) nB( ~Ua, νb). (6.13)

The associated errors from the system noise can be written as (Datta et al. 2007a),〈
(∆Ê)2

〉
NS

= σ2
NANS(∆U)2∆νc

×
∑
a,b

|Sf ( ~Ua, νb)|2 nB( ~Ua, νb), (6.14)
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where the quantity σN is given by,

σN =
√

2 kBTsys

Aeff
√
tobs Bν Nbase

. (6.15)

The error contribution from the foregrounds is

〈
(∆Ê)2

〉
FG

=A2
NS(∆U∆νc)2 ∑

a,b,q

(
2kB
c2

)2

(νbνq)2

×nB( ~Ua, νb) nB( ~Ua, νq) C2πUa(νb, νq)
×S?f ( ~Ua, νb)Sf ( ~Ua, νq), (6.16)

where Cl(~U, ν1, ν2) represent the multi-frequency angular power spectrum of the
total foregrounds. The signal to noise ratio in this method is

SNR =

〈
Ê
〉

√〈
(∆Ê)2

〉
NS

+
〈
(∆Ê)2

〉
FG

. (6.17)

The form of the filter Sf , as defined in Chapter 5, is taken to be

Sf (~U, ν) =
(
ν

νc

)2
[
ST (~U, ν,Bf )−

Θ(1− |ν − νc|/B
′)

B′

×
∫ νc+B

′
/2

νc−B′/2
ST (~U, ν ′

, Bf ) dν ′
]
, (6.18)

where

ST (~U, ν,Bf ) = 0 if |ν − νc| >
Bf

2
=−1 if |ν − νc| ≤

Bf

2 . (6.19)

We choose B′ = 2Bf if B′ ≤ Bν , else B′ = Bν . The form of the filter Sf
depends on the bandpass filter ST (~U, ν,Bf ) of width Bf . One can use other
more sophisticated filters like the match filter (see, e.g., Datta et al. 2007a) to
obtain higher SNR. However, for those filters, one usually requires some prior
information about the expected signal.

The main result of the filtering method is shown in Figure 6.9. The left-hand
panel shows the signal estimator and the corresponding errors from the system
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noise and the foregrounds as a function of the bandpass width Bf . We find that
it is possible to reduce the foregrounds contribution below the signal level using
suitable bandpass width. The maximum SNR, as shown in the right-hand panel of
Figure 6.9, is achieved for Bf ∼ 1 MHz, and the peak SNR turns out to be ∼ 10.
The width of the filter that provides the maximum SNR, in fact, corresponds to
the size of the absorption region around the source.

6.4.1 Realistic maps of the first sources

Till now we have been working under the assumption that there is only one source
in the FOV. In reality, however, one expects to have multiple sources in the field,
and depending on the separation between them there could be significant overlap
in the 21-cm patterns. We study these effects using a full cosmological simulation.
The steps to generate the realistic maps are briefly described below and one can
find the details of the method in Ghara et al. (2015a,b) and in Chapter 2 of the
thesis.

• We use the same dark matter simulation as used in Chapter 5 to generate the
brightness temperature maps. We choose f? = 0.07 so that the reionization
optical depth τ = 0.0584 is consistent with the measurement of Planck
Collaboration et al. (2015b). In this model, the reionization ends around
z ∼ 6.3.

• We generate δTb maps in the simulation box following the method described
in Chapter 2. We incorporate the effect of the peculiar velocities of the
gas in the IGM using cell moving technique (see Chapter 3). Finally, we
incorporate the light-cone effect, which is described in Chapter 4 in details.

• Finally, we re-grid the simulation box to get the desired angular resolution,
frequency resolution and observational band width.

The left-hand panel of Figure 6.10 shows the 2.4◦×2.4◦ image of the brightness
temperature at the central frequency channel which corresponds to redshift z =
15. We show the angular positions of the sources by the ‘×’ marks within a band
νc − 0.1 to νc + 0.1 MHz around the central frequency channel. One can clearly
identify the absorption regions around the sources, however, there is substantial
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Figure 6.10: Left-hand panel: 2.4◦ × 2.4◦ map of the 21-cm signal (without
smoothing) at the frequency channel νc = 89 MHz generated from the simulation
using the N -body simulation and a one-dimensional radiative transfer code. The
“×” marks represent the angular positions of the sources between a band νc − 0.1
to νc + 0.1 MHz. Middle panel: Same as the left-hand panel, but at the frequency
channel corresponding to ν = 84 MHz. Right-hand panel: The light-cone map
of δTb distribution. The arrows in the top label of the panel show the frequency
channels correspond to the maps at the left-hand and the middle panels. The maps
include the effect of redshift-space distortion and the light-cone effect.

overlap between the individual patterns. The middle panel of Figure 6.10 shows
the δTb map at redshift 16. The number of sources drops quite drastically in
this frequency channel as we are probing the initial stages of the cosmic dawn.
The overlap between the individual patterns too is not that substantial. The
decrease in the number of sources towards the lower frequency channels can be
seen from the right-hand panel of Figure 6.10, where we show the light-cone from
our simulation box. The signal at the higher frequency end of the box is essentially
the strong absorption signal arising from the significant overlap between the Lyα
photons from the sources. Note that we have subtracted the mean from each
frequency channel while making the image and thus, the signal is a combination
of emission and absorption regions. As the signal from the channels corresponding
to redshifts 15 and 16 are dominated by the absorption regions, the mean of the
expected signal is negative. The regions with positive values of the signal in the
left-hand and middle panels of Figure 6.10 arise because of subtracting the mean
signal from the maps. In reality, these are the Lyα deficient regions with almost
no 21-cm signal.
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Figure 6.11: Top left-hand panel: Map of the residual signal and noise after
foreground subtraction and smoothing with the Gaussian filter of size 30′ at the
central frequency channel νc = 89 MHz. The signal is generated using the method
described in Section 6.4.1. The noise corresponds to 200 h of observation, while
the smoothing is done with a Gaussian filter of size 30′. The “×” marks show
the angular positions of the sources present within a band νc − 0.1 to νc + 0.1
MHz. Top right-hand panel : Same as the top left-hand panel, but for 2000 h of
observation. Bottom left-hand panel: Same as the top left-hand panel, but at a
different frequency channel which corresponds to ν = 84 MHz. Bottom right-hand
panel: Same as the bottom left-hand panel, but for 2000 h of observation. The
solid contours in all the panels correspond to 3 − σ level, while the dotted curves
correspond to 5− σ contours.
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The top left-hand panel of Figure 6.11 shows the smoothed image of the
residual signal and noise at the central frequency channel after subtracting the
foregrounds using the polynomial method. The noise in the panel corresponds
to 200 h of observation and the smoothing is done using the Gaussian filter of
size 30′. One can easily identify that even in the smoothed map, the signal is
localized around the sources. The top right-hand panel of Figure 6.11 shows the
same but for 2000 h of observation. The signal to noise ratios of these top left-
hand and right-hand panels are 4.8 and 14.2 respectively. The bottom left-hand
and right-hand panels are same as the top panels but at a different frequency
channel corresponding to ν = 84 MHz (z = 16). The corresponding SNRs in
the bottom panels are 3.3 and 10.1 respectively. The Pearson cross-correlation
coefficients χ, in this case, are given in Table 6.3. We find that the foreground
subtraction method works effectively in this case as well leading to reasonably
high values of χ.

We have also shown the 3− σ and 5− σ contours of the signal in Figure 6.11.
One can see that it is possible to detect the signal at the 3 − σ level within a
modest 200 h of observations. The detection can be made more definite in an
integration time of 2000 h where the signal is well above the 5 − σ level. This
can, in principle, help us in devising strategies for detecting the first sources.
For definiteness, let us concentrate on the 84 MHz maps (bottom panels). One
can see that, in the given field, one can identify a 3 − σ region near the top-left
corner of the map with a 200 h of observations (bottom left-hand panel). Once
such a tentative detection of the signal happens in some field, one can attempt
longer observation like 2000 h to identify the absorption regions with a larger
SNR, as is shown in the bottom right-hand panel. As most of the absorption
regions detected in the maps are situated around some sources, one can identify
some isolated absorption region on the map to measure the smoothed δTb profile
around the corresponding isolated source. Once this smoothed δTb profile is
measured with error bars, it can be used to estimate the source parameters using
some sophisticated methods like MCMC.
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Redshift tobs (h) χ

15 200 0.85
15 2000 0.8
16 200 0.89
16 2000 0.74

Table 6.3: The table shows the Pearson cross-correlation coefficients for different
maps from the full cosmological simulation at different redshifts and for different
observation time. The coefficient is calculated for the smoothed maps for the signal
+ noise and the residual signal + noise after foreground subtraction.

6.5 Summary and discussion

We have investigated the detectability of the first sources during the cosmic dawn
using imaging techniques through future radio observations with the SKA1-low.
Detecting the 21-cm signature of these sources is expected to reveal, at least to
some extent, their properties and also the physical state of the surrounding IGM.
However, their detection would be significantly challenging because the signal is
much too weak compared to the system noise and the astrophysical foregrounds.

Our fiducial source model consists of stars within a galaxy along with a mini-
QSO type X-ray source. The model for the sources can be parametrized by several
unknown parameters, e.g., the stellar mass (M?), the escape fraction of the UV
photons (fesc), the ratio of X-ray and UV luminosities (fX), the X-ray spectral
index (α), the age of the source (tage), and the redshift of observation (z). In
addition, we also need to specify the overdensity of the surrounding IGM (1 + δ),
assuming it to be uniform. The fiducial values of these parameters are taken to
be M? = 107 M�, fesc = 0.1, fX = 0.05, α = 1.5, tage = 20 Myr, z = 15 and
1 + δ = 1.

We have considered a fiducial observation using the present antenna config-
uration of the SKA1-low. Assuming that we observe a region at declination
δ = −30◦, we have used the baseline distribution to obtain the “dirty” map. We
have added the system noise as well as the astrophysical foregrounds (Galactic
synchrotron and extragalactic point sources) to the images. Our main aim is to
explore whether the images can be used for detecting the signal from the first
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sources and if one can extract the properties of these sources from the maps.
Our main findings are listed below.

• If we assume the target source to be isolated, then in the situation where
foregrounds can be perfectly subtracted out, it is possible to achieve a signal
to noise ratio (SNR) ∼ 11 for the fiducial source at a redshift of 15 for 2000 h
of observation and a frequency resolution of 100 kHz. This SNR is achieved
by smoothing the images with a Gaussian filter of size 30′which helps in
reducing the rms of the noise considerably. In general, the SNR increases
with increasing width of the Gaussian filter.

• It is not possible to detect the signal in any reasonable observational time
without smoothing the maps. Unfortunately, this smoothing alters the
intrinsic brightness temperature profile around the sources which in turn
makes it difficult to reliably extract their properties from the maps. We
find that it is still possible to constrain the parameters M?, fesc and 1 + δ,
while it will be difficult to extract any information on fX , α and tage from
the smoothed δTb profiles.

• Although the expected brightness temperature profiles around different
types of sources are different, smoothing the maps makes it difficult to
distinguish between these sources. In particular, we find that the smoothed
profiles of the different X-ray sources, e.g., mini-QSOs and HMXBs, are
similar to the case where there are no X-rays from the galaxy.

• The cosmological 21-cm signal is largely contaminated by the astrophysical
foregrounds. In order to account for these, we model the Galactic syn-
chrotron emission and extragalactic point sources (Choudhuri et al. 2014)
and add them to our maps. We then use a third order polynomial fitting
method to subtract the foregrounds. We are able to achieve an SNR ∼ 9 for
the fiducial source model which is only ∼ 20% worse than the foreground-
free scenario.

• Since the first galaxies are not expected to form in complete isolation, we
generate more realistic signal maps from the output of a N -body simula-
tion and using a one-dimensional radiative transfer code (see Chapter 2).
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The reionization history is calibrated to recent Planck measurements of
the electron scattering optical depth (Planck Collaboration et al. 2015b).
We apply the same smoothing and foreground removal technique on these
maps as discussed above. The SNR of the map at the redshift 15, after the
foregrounds subtraction and smoothing with the fiducial filter, is ∼ 14 (4)
for 2000 (200) h of observations. The corresponding SNR value is 10 (3)
at redshift 16. This suggests that a possible observation strategy for the
SKA1-low could be to observe multiple fields for small observation time like
200 h. If one is able to detect a 3 − σ signal in any of these fields (after
smoothing with filters of widths ∼ 30′), then one can perform a deeper ob-
servation of ∼ 2000 h and possibly constrain properties of the first sources
along with the surrounding IGM.

Finally, we discuss some of the aspects of the study which need to be ad-
dressed in more details. Although we have modelled the foregrounds in a fairly
detailed manner, they can be more complex in the actual case. One probably
needs to devise more sophisticated methods to disentangle the signal in that
case. Our analysis ignores various other complications, e.g., those arising from
instabilities in the ionosphere, calibration of the signal, man-made interference,
and instrumental systematics. One possible extension of the present work could
be to consider all these complexities and develop a complete pipeline to prepare
mock data sets for analysis.

On the modelling aspect, one needs to work out the signal in different reioniza-
tion scenarios accounting for the uncertainties in the galaxy formation processes
at high redshifts. This could include studying the effects of, e.g., the small-mass
sources of ionization and heating leading to a relatively early overlap of Lyα re-
gions (see Chapter 2), alternate reionization scenarios driven by quasars (Khaire
et al. 2016; Madau and Haardt 2015; Mitra et al. 2016). The smoothing filters
used in this work have been constructed assuming that we do not have any prior
idea of the signal. One could also explore devising more sophisticated filters which
account for the nature of the signal to make a more efficient detection.
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7 | Conclusions and Future out-
look

The main aim of the thesis is to build a new framework to study various un-
known processes during the cosmic dawn and the EoR. Observations of the high-
redshifted H i 21-cm signal is a powerful probe of these epochs and is expected to
provide us with an enormous amount of information about the properties of the
primordial sources, the ionization and thermal state of the IGM etc. A number
of experiments have been designed with the aim to detect the signal from the cos-
mic dawn and the EoR. However, the detection of the signal is a challenging task
as the signal is very weak compared to the instrumental noise and astrophysical
foregrounds. Detection of the signal requires a good understanding of the system-
atics of the instrument, accurate modeling of the astrophysical foregrounds and
long observation time etc. Once the signal is detected, the interpretations will be
pretty much model dependent. To understand the observational results we need
to cover the huge parameter space of the cosmic dawn and EoR. With this aim,
we have developed a method to generate the 21-cm signal self-consistently from
the cosmic dawn and the EoR. This semi-numerical method is used to study the
impact of various radiation backgrounds and effect of different physical processes
like the redshift-space distortion and light-cone effect on the 21-cm signal. We also
study the detectability of very early sources like the population III stars, primor-
dial galaxies, mini-QSOs, HMXBs in 21-cm observations with existing and future
telescopes. Now we will briefly summarize the outcomes and future prospects of
the thesis.
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7.1 Semi-numerical method

Modeling of the redshifted 21-cm signal from the cosmic dawn and EoR is very
important to understand the observational results and design new observational
strategies. A major effort of the thesis has been modeling the redshifted 21-
cm signal from the cosmic dawn and EoR using semi-numerical simulations. In
particular, we have developed a semi-numerical code for generating the brightness
temperature distribution of the H i 21-cm signal using the output from N−body
dark matter simulations and a 1D radiative transfer code. The algorithm is based
on the methods of Thomas and Zaroubi (2008); Thomas et al. (2009). However,
we have used slightly different method for generating the ionization and kinetic
temperature maps. The main steps of the method are: (i) The density and
velocity cubes at different redshifts are obtained using the N−body simulation
code cubep3m. (ii) We identify the dark matter haloes in the simulation box
using spherical overdensity method. In case the mass resolution of the simulation
is not high enough to identify dark matter haloes down to Mhalo ∼ 108 M�, we
use a sub-grid recipe to identify the low-mass haloes. This sub-grid method uses
the extended Press-Schechter model of Bond et al. (1991) and hybrid prescription
of Barkana and Loeb (2004). (iii) We assume that the stellar mass of a galaxy
is proportion to the hosting halo mass. Each source is associated with an SED,
e.g., we generate the SED for the galaxies using a population synthesis code
pegase2. (iv) The ionization and kinetic temperature maps are generated using
a 1D radiative transfer code for isolated sources. The 1D radiative transfer code
incorporates different ionization-recombination and heating-cooling processes for
hydrogen and helium. It tracks the time evolution of the ionization fraction of
different ionization states of hydrogen and helium and the kinetic temperature
of gas in the IGM around individual sources. The overlap between UV, X-rays
and Lyα photons in the simulation box have been accounted appropriately. The
details of the method are described in Chapter 2 of the thesis.

Now we will state some of the future prospects of this semi-numerical method.

1. The semi-numerical method can be extended to build a framework incor-
porating the instrumental effects to test the observational pipelines (Ghara
et al. 2015a). The framework can be used to generate H i intensity maps
at post-reionization epoch and thus will be relevant for experiments like
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MeerKAT, SKA, HERA etc. The simulation can be used to study the
instrumental effects which will affect the observation, develop optimal esti-
mators and design H i survey strategies. Using H i intensity mapping tech-
niques, it is possible to probe the large-scale structure of the universe. In
addition, this H i intensity-mapping technique can be used for many science
cases like putting constraints on the nature of dark energy, the curvature of
the Universe etc. Also, it can probe high-redshifts Baryon Acoustic Oscil-
lations as well as ultra-large scales, which can be used to constrain effects
such as primordial non-Gaussianity.

2. Our semi-numerical code is able to account for the spin temperature (TS)
fluctuations arising from inhomogeneous X-ray heating and Lyα coupling
during the cosmic dawn and EoR. The algorithm was validated by com-
paring with other existing results like Baek et al. (2010); Christian and
Loeb (2013); Mesinger et al. (2011); Pritchard and Furlanetto (2007); San-
tos et al. (2008). While full radiative transfer codes can produce realistic
results, these are computationally very expensive. On the other hand, var-
ious semi-numerical models are computationally much less expensive and
thus, can be used to cover huge parameter space of the EoR. However, the
approximations considered in these semi-numerical schemes may limit their
ability to predict the redshifted 21-cm signal accurately. Thus comparing
the semi-numerical methods, with each other and with the full radiative
transfer schemes, are very important while predicting 21-cm signals from
the Cosmic dawn and epoch of reionization. Thus, a more rigorous compar-
ison of our method with many other semi-numerical models of reionization,
e.g., Choudhury et al. (2009); Mesinger et al. (2011) and with the full radia-
tive transfer schemes like Mellema et al. (2006) , are very important while
predicting 21-cm signals from the Cosmic dawn and epoch of reionization.

7.2 Study different physical processes

One of the major goals of the thesis is to understand different physical processes
on the H i 21-cm signal from the cosmic dawn. In this thesis, we have used the
semi-numerical method to study the impact of various radiation backgrounds like
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UV, X-rays and Lyα on the 21-cm signal from these epochs. In addition, the
code is used to study the impact of the redshift-space distortion and light-cone
effect on the signal. Here we summarize our finding from these studies.

• Different radiation background

The nature of sources during the cosmic dawn and EoR is one of the uncer-
tainties of reionization. The impact of different sources will be imprinted in
the brightness temperature maps in term of the neutral fraction and the spin
temperature fluctuation in the IGM. In principle, different sources will pro-
vide different signatures in the 21-cm signal. Thus, the observed signal can
be used to extract the source information. In this thesis, we have studied
the impact of different sources like the stars in galaxies and mini-QSOs on
the expected spherically averaged power spectrum of the brightness tem-
perature fluctuations. We assume that the SED of the galaxy is solely
determined by the stellar population in the galaxy. We generate the galaxy
SED using the publicly available population synthesis code pegase2 (see
chapter 2 for details). For the mini-QSO source, we assume that there is
an additional power law SED due to the accretion of the intermediate mass
black hole at the centre of the galaxy.

For the reionization models driven by stars, the size of the emission regions
in the IGM is small throughout the EoR. However, in the presence of the
mini-QSOs, there will be a mixture of emission and absorption regions in
the IGM at cosmic dawn and the initial stage of reionization. The power
spectrum in such model shows a “bump”-like feature during the cosmic
dawn and its location measures the typical sizes of heated regions. The
presence of inhomogeneous Lyα coupling, X-ray heating, and ionization
produce separate peaks in the large-scale power spectrum while plotted as
a function of redshift. In the case of stellar driven reionization models,
the heating in the neutral region is not present and thus the second peak
(heating peak) will be absent when the large-scale power spectrum is plotted
as a function of redshift (Ghara et al. 2015a). This work is described in
Chapter 3 of the thesis.

• Effect of redshift-space distortion (RSD)
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The peculiar velocity has a significant impact on the reionization and pre-
reionization H i 21-cm signal (Bharadwaj and Ali 2004). The coherent
inflows of matter into overdense regions and the outflows of matter from
underdense regions will produce an additional red or blue shift on top of
the cosmological redshift. Thus, the over-density/under-density regions will
appear to be more over-density/under-density region at large scales. In prin-
ciple, this effect can make the 21-cm power spectrum anisotropic (Barkana
and Loeb 2005a; Majumdar et al. 2013). Studies like Jensen et al. (2013);
Mao et al. (2012) have shown that the peculiar velocity can boost the
H i power spectrum by a factor of ∼ 5 at large scales during the initial
stages of reionization when xHII . 0.2 . This also produces anisotropy in
the power spectrum of the signal. Studies like Jensen et al. (2013) pre-
dicted that the anisotropy due to the RSD is detectable with LOFAR 2000
h of observations. However, all these studies are based on the assumption
TS >> Tγ, thus making the signal independent of TS fluctuation.

We have incorporated the redshift-space distortion using the particle move-
ment method and cell movement method (see chapter 3 for details) in the
presence of spin temperature fluctuation. Here we investigate how the above
results change once the heating and Lyα coupling, and hence the spin tem-
perature, are calculated self-consistently. We find that in the presence of
inhomogeneous Lyα coupling and heating, the effect of RSD at large scales
will be smaller than expected earlier, while the effect will be prominent at
small scales. The effect of RSD, at large scales, will be significant at the
trough regions in the power spectrum when plotted as a function of red-
shift. The effect of the RSD will be different for different source models, for
example, the effect will be significant for most of the period for a reioniza-
tion model driven by stars in galaxies, where inhomogeneous heating is not
present. The details of this work are described in Chapter 3 of the thesis.

• Light-cone effect

The “light-cone effect” is another important line of sight effect on the 21-cm
signal from the cosmic dawn and EoR. As light takes a finite amount of time
to reach from a distant point to an observer, the cosmological 21-cm signal
coming from different cosmological redshifts essentially belongs to different
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distances and thus correspond to different cosmological epochs. The effect
basically incorporates the redshift evolution of the signal while generating
the signal in the simulation box. Studies like Datta et al. (2014) assume
TS >> Tγ and showed that, depending on the observational bandwidth,
the light-cone effect could enhance the large-scale power spectrum of the
signal by a factor of up to ∼ 5 when reionization is ∼ 20% completed
and suppress by a significant amount at the final stages of the EoR (with
ionization fraction ∼ 0.8).

In this thesis, we study the light-cone effect on the H i power spectrum in
the presence of inhomogeneous heating and Lyα coupling for various source
models and reionization histories. The main results of this study are: (i)
It turns out that the effect is much stronger and dramatic in the presence
of the TS fluctuation of the IGM compared to the studies like Datta et al.
(2014). In presence of light-cone effect, the spherically averaged power
spectrum increase (decrease) up to a factor of 3 (0.6) at the large scales
(k ∼ 0.05 Mpc−1). However, the effects are highly dependent on the reion-
ization history and source model. (ii) The effect has a significant impact
at various stages of reionization. In particular, the effect is significant near
the peak and dip-like features seen in evolution the power spectrum as a
function of redshift. The effect is the maximum when the spherical averaged
power spectrum evolve non-linearly, in particular, near the peak and dip-like
features seen in evolution the power spectrum as a function of redshift. The
impact of the light-cone effect is minimum when the power spectrum evolve
linearly as the linear evolution of the power spectrum gets canceled out to
a large extent. (iii) Studies like Mesinger et al. (2014) suggested that the
source properties can be extracted from the amplitude and position of the
peaks in the evolution of large-scale power spectrum. However, for a large
observational frequency band, the suppression of the power spectrum near
the peaks and dips due to the light-cone effect smoothed out the three-peak
nature of the evolution of the large-scale power spectrum to a large extent.
Thus, it is necessary to incorporate the light-cone effect while extracting
the source parameters from the observations of the peaks and dips of the
power spectrum. We refer Ghara et al. (2015b) to the reader for details of
the work. This work is presented in the Chapter 4 of the thesis.
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Now we will state some future prospects of these studies.

1. In this thesis, we have mainly focused on the galaxy and mini-QSO type
sources. It will be interesting to see the impact of other sources like HMXBs,
QSOs etc on the 21-cm signal and cover the parameter spaces for different
source parameters. Finally, we would like to combine our semi-numerical
code with code like MCMC to make it useful for parameter estimation etc.

2. In addition to the redshift-space distortion and light-cone effect, the Alcock-
Paczynski effect (Alcock and Paczynski 1979) ( caused due to the non-
Euclidean geometry of the space-time) is another line of sight effect which
can have a significant impact on the 21-cm power spectrum and in principle,
can also introduce anisotropy to the signal along the LoS. It will be inter-
esting to find the relative impact of the redshift-space distortion, light-con
effect and the Alcock-Paczynski effect on the power spectrum using realistic
models of the 21-cm signal from the cosmic dawn and EoR.

3. In principle, the redshift-space distortion, the light-cone effect, and the
Alcock-Paczynski effect can introduce a significant amount of anisotropy
to the 21-cm signal. However, separation of the individual anisotropies
will be a challenging task. Also, in reality, the effect of RSD and the
light-cone effect will be different for different source models. Thus, it will
be a nice project to check the effect for different sources and also to find
the detectability of the RSD, light-cone effect and Alcock-Paczynski ef-
fect anisotropies in the presence of inhomogeneous Lyα coupling and X-ray
heating using interferometers like LOFAR, SKA1-low, HERA etc.

7.3 Detectability of the early sources

Finding out the properties of the early sources, like the galaxies, mini-QSos or
HMXBs etc, is one of the major goals of modern astronomy. It is believed that
the redshift 21-cm signal is a promising probe to extract source information.
However, the H i signal is very weak compared to the instrumental noise and
astrophysical foregrounds. Especially, the level of contamination increases at low
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frequencies. Thus, the first task would be to simply make a detection of the sig-
natures of these early sources in low-frequency observations. Once the detection
of the signal is confirmed, one can follow it up and make further progress by
constraining various properties of these sources. In this thesis, we have modeled
the 21-cm signal structure around the different sources. We have used a num-
ber of parameters to characterize the source properties and the properties of the
surrounding medium. We have investigated the detectability of the early sources
in radio observations like the SKA1-low using visibility based and imaging tech-
niques. These studies would help in planning observations using the SKA1-low
so as to make the detection of the signal around the first sources.

• Using visibilities

Studies like Datta et al. (2007a); Geil and Wyithe (2008) have shown that
the large ionized bubbles around individual sources can be detected in the
presence of instrumental noise and foregrounds using telescopes like the
GMRT, LOFAR, and the MWA within reasonable integration time around
redshift ∼ 8. In this thesis, we have considered different source models, i.e.,
the metal-free Population III (PopIII) stars, primordial galaxies consisting
of Population II (PopII) stars, mini-QSOs and HMXBs and model the 21-
cm signal pattern around the sources using the one-dimensional radiative
transfer code. In our case, however, the situation is much more complex
than that of Datta et al. (2007a) as we are interested in the very early
stages of reionization (i.e., the cosmic dawn) where the IGM contains both
emission and absorption regions.

We investigate the detectability of these sources by comparing the 21-cm
visibility signal with the system noise appropriate for a telescope like the
SKA1-low. The main results of the study are: (i) The signal around sources
like PopII galaxies, mini-QSOs and HMXBs at redshift 15 is detectable only
at the low baseline, e.g., U . 100 for 1000 h of observation while source
like pop III stars are unlikely to be detected as the 21-cm regions are very
small. We integrate the visibility around a typical source over all baselines
and over a frequency interval of 16 MHz to determine the signal to noise
ratio. We find that it will be possible to make a ∼ 9 − σ detection of the
isolated sources like PopII galaxies, mini-QSOs and HMXBs at z ∼ 15 with
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the SKA1-low in 1000 hours (for a scenario where foregrounds are removed
accurately without removing the signal and system noise). (ii) We have
studies the exact value of SNR by varying different source parameters. We
find that the SNR depend strongly on parameters like the mass and age
of the source and the escape fraction of ionizing photons, while it weakly
depends on X-ray source parameters like the power law spectral index and
the ratio of the X-ray and UV luminosities. The SNR increases with the
overdensity of the IGM and decreases at higher redshift. (iii) Even in the
presence of astrophysical foregrounds, it is possible to achieve an SNR ∼ 9
by subtracting out the frequency-independent component of the observed
signal using suitable filters. The details on the method and the results are
presented in Chapter 5 of the thesis.

• Using imaging techniques

We have also studied the detectability of the first sources with the SKA1-
low using image-based techniques in the presence of the system noise and
astrophysical foregrounds. It is expected that the sources may not be de-
tectable in very high-resolution images within observation time ∼ 2000
hours, mainly because the signal will be contaminated by the foregrounds
and the system noise. These sources, however, can be detected in lower
resolution images within reasonable observation time where the signal per
beam is expected to be higher than the rms noise. We use the models we
built earlier to calculate the signal expected from the early sources. In addi-
tion, we also model the astrophysical foregrounds to contaminate the signal
similar to what is expected in observations. We find that, after subtract-
ing the foreground sufficiently and suppressing the rms noise by smoothing
using a Gaussian filter, the sources are detectable with ∼ 9− σ confidence
level over 2000 hours of observation with the SKA1-low in images of res-
olution 2′. Though the recovered brightness temperature profiles around
the sources get modified because of the Gaussian smoothing, they can still
be used to extract the source parameters. As the signal to noise ratio in-
creases for low-resolution images, the first attempt of the low-frequency
radio experiments should probably be to observe multiple fields and detect
the signal in low-resolution images within short observation time like 200
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hours. Once there is a detection of the signal in some field, one should at-
tempt for longer observation in that particular field and try to recover the
δTb profiles around the isolated sources which can be used for parameter
estimation. These calculations are presented in Chapter 6 of the thesis.

The main aim of these studies is to reveal the early source properties using
the low-frequency radio observations. As it is expected that these sources will
be detected in observation of the redshifted 21-cm signal from the cosmic dawn
and epoch of reionization using interferometers like the SKA for reasonable ob-
servation time. Some possible future prospects of these studies are: (i) A possible
extent of these studies is to find some optimum method to enhance the detectabil-
ity of the H i 21-cm signal, e.g., one can use techniques like the match filtering
to enhance the SNR. (ii) Once the δTb profile or the visibility profile around an
isolated source is measured with sufficient accuracy, it can be used for extracting
the source parameters. However, there will be uncertainty in the accuracy of the
extracted parameters. The 1D radiative transfer code and some sophisticated
parameter estimation method like the MCMC method can be used to build an
efficient framework for parameter estimation.
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