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Abstract

The intergalactic medium (IGM) is imprinted with rich information
of the cosmological initial conditions and the astrophysical processes
that occurred after the formation of large scale structures. The sensi-
tivity of the QSO absorption spectra to low density gas in IGM is suit-
able for probing the physical conditions prevailing in the IGM. With
the advent of high quality observations of QSO absorption spectra,
an efficient method to simulate the IGM would be useful for param-
eter estimation. In this thesis we have developed set of tools which
are used in the post-processing step of hydrodynamical simulations
to efficiently model the observed properties of the IGM. The main

outcomes of the thesis are as follows:

1. We have developed a module named “Code for Ionization and
Temperature Evolution (CITE)” for calculating the IGM temper-
ature evolution from high to low redshifts by post-processing the
smoothed particle hydrodynamic simulation GADGET-2. In par-
ticular, we model the thermal and ionization histories that are
not computed self-consistently by default in GADGET-2. We cap-
ture the effect of pressure smoothing by running GADGET-2 at an
elevated temperature floor and using an appropriate smoothing
kernel. We further developed a module for “Generating Lyman
Alpha forest Spectra in Simulation” (GLASS). Using GLASS, we
calculated the Lya transmitted flux that has signal-to-noise ratio
(SNR), spectral resolution and line spread function (LSF) effects
similar to the observational data. We show that the line-of-sight

density, velocity, temperature field and Ly« transmitted flux is



remarkably similar to those obtained from self-consistent simu-
lations like GADGET-3. Our method, using GADGET-2 + CITE
+ GLASS, allows us to model various observed properties of the

Ly« forest that enables an efficient parameter estimation.

. The statistics based on parameters obtained using Voigt pro-
file fitting of Ly« forest are useful in deriving thermal history
and equation of state of the IGM. However, the Voigt profile de-
composition is usually subjective, laborious and time consuming
process. We have developed a parallel code called “Volgt profile
Parameter Estimation Routine (VIPER)” for automatically fitting
the H 1 Ly-a forest seen in the spectra of QSOs. We obtained
the H 1 column density distribution function (CDDF) and line
width (b) parameter distribution for z < 0.45 using spectra of
82 QSOs obtained using Cosmic Origins Spectrograph on board
Hubble Space Telescope (HST-COS) and VIPER. Consistency of
these with the existing measurements in the literature validate
our code. The parallel and automated nature of VIPER allows us
to simultaneously fit large number of simulated spectra and to

explore a wide parameter space efficiently.

. We validated our method of evolving thermal and ionization state
of the IGM using CITE with other simulations in the past and
full hydrodynamic simulations like GADGET-3. For low resolu-
tion (similar to that achieved in HST-COS data at z < 0.5)
simulation, we show the consistency of our method with other
simulations in the literature by comparing with three metrics: (i)
thermal history parameters, (ii) distribution of baryons in phase
diagram at z = 0 and (iii) the correlation between baryon over-
density A vs H 1 column density, Ng;. On the other hand, for
high resolution (typically achieved in echelle data) simulations
(at 2 < z < 4), the dynamical evolution of SPH particles at
finite pressure is an important effect. In this case, we validate

our procedure by comparing different statistics derived from our



method with those derived using self-consistent simulations with
GADGET-3. These statistics are: line of sight density field power
spectrum (PS), flux probability distribution function (PDF), flux
PS, wavelet statistics, curvature statistics, H 1 CDDF, linewidth
(b) distribution and b versus log Ny scatter. For the tempera-
ture floor of 10* K and typical signal-to-noise of 25, the results
agree well within 1o level. Moreover for a given cosmology, we
gain a factor of ~ N in computing time for modelling the inter-
galactic medium under N > 1 different thermal histories. Our
method is computationally less expensive and flexible thus al-
lowing us to explore a large parameter space. In addition, our
method allows us to simulate the non-equilibrium evolution of
thermal and ionization state of the gas and include heating due
to non-standard sources like cosmic rays and high energy ~-rays

from Blazars.

. We constrain the H 1 photoionization rate (I'g) at z < 0.45
in four redshift bins by comparing the flux PDF, flux PS and
CDDF of the Ly« forest data along 82 QSO sightlines obtained
using HST-COS with models generated from GADGET-2 and
post-processed with CITE, GLASS and VIPER. Our method allows
rigorous estimation of the error covariance matrix for various sta-
tistical quantities of interest. We explore large parameter space
and perform y? minimization to obtain I'y. We notice that the
b parameters from the simulations are smaller than what are de-
rived from the observations. We show the observed b parameter
distribution and b vs log Nyp scatter can be reproduced in simu-
lation by introducing sub-grid scale turbulence. However, it has
very little influence on the derived I'y;. We find that the best-fit
['up(z) increases with z and follows (440.1) x 10714 (1 4 2)499£0-12
s~1. At any given z the typical uncertainties Al'yy/T'qy are ~ 25
per cent which contains not only the statistical errors but also
those arising from possible degeneracy with the thermal history

of the IGM and cosmological parameters and uncertainties in



fitting the QSO continuum. These values of 'y are consistent
with the hydrogen ionizing ultra-violet (UV) background being
dominated mainly by QSOs without needing any contribution

from the non-standard sources of the UV photons.

In order to synchronize with large flow of observational data from the
upcoming surveys, IGM simulations needs to be efficient, flexible and
sufficiently accurate to probe large parameter space. The tools and
techniques developed in this thesis provide a starting point to efficiently
simulate the IGM.
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Supervisor : Dr. Tirthankar Roy Choudhury

1 Introduction

According to the standard big bang model, the Universe was extremely hot at
the beginning and was composed of a soup of elementary particles tightly cou-
pled to photons. As the Universe expanded, the photons decoupled from baryons
allowing the electrons, protons and neutrons to combine and form neutral hydro-
gen (H 1) and helium (He 1) atoms. This important event in the history of the
Universe is known as “epoch of recombination”. The small scale initial perturba-
tions, generated by quantum fluctuations in the early Universe, started to grow
via gravitational instability to eventually form stars and galaxies. There was also
a significant amount of diffuse and clumpy gas around galaxies that failed to be
a part of galaxies. This all-pervading gas that is not associated with galaxies is
known as the intergalactic medium (IGM). The IGM is a crucial ingredient of
any theory of structure formation and evolution because, by definition, all the
baryons were part of IGM at sufficiently early times. The IGM also has signa-
tures of various feedback processes associated with the galaxy formation in the
form of presence of metals, thermal history etc.After the epoch of recombination,
the IGM went through two major phase changes: (i) the photoionization of H 1
and He 1 at z ~ 6 — 15 by radiation from stellar light escaping the early galax-

ies and (ii) the photoionization of He 11 at z ~ 3 by radiation from accreting
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blackholes in Quasi-Stellar Objects (QSOs). The temperature of the low density
gas in the IGM is expected to increase during the reionization processes because
of residual photoheating. Subsequently at later epochs, the IGM is maintained
at highly ionized state by the ultra-violet background (UVB). This UVB is con-
tributed by radiation from QSOs and stars in galaxies (see for example,
ket al.[1998; [Haardt and Madaul[1996}; [Khaire and Srianand|[2015a); [Miralda-Escude
and Ostriker|1990; [Shull et al.[[1999). Thus the IGM is imprinted with rich in-

formation on the cosmological initial conditions and the astrophysical processes

that occurred after the formation of large scale structures.

The Ly« forest absorption seen in the spectra of the luminous distant QQSOs
is one of the most sensitive tools to study the physical conditions prevailing in
IGM. It traces the distribution of H 1 in the Universe at mildly non-linear over-
densities (A < 10, Bi and Davidsen| 1997; |Choudhury et al.2001; Croft et al.
11997; |Miralda-Escudé et al.[1996). The observed properties of the Ly« forest

are sensitive to fluctuations in the cosmic density and velocity fields and physical

conditions such as the temperature, turbulence and ionizing radiation prevailing
in the IGM (Cen et al.|[1994; Hernquist et al.|[1996; Zhang et al.[[1995)). In recent

years, improvements in observational techniques and cosmological simulations

have made it possible to constrain the cosmological and astrophysical parame-
ters from the Lya forest. These simulations can incorporate different complex
astrophysical processes such as the radiative heating and cooling of the IGM,

large scale shocks due to structure formation and various feedback processes that

drives the interactions between IGM and galaxies (Davé et al. 2010} Kollmeier
et al|[2006; McDonald et al.|[2006} [Schaye et al.[2010; Viel et al.[2013)). While

the current state-of-the-art hydrodynamical simulations are extremely useful for

probing the physical properties of the IGM, the computational expenses severely
limit their usage for constraining the unknown model parameters and their asso-
ciated errors.

Various approaches have been introduced to keep the computational expense
within manageable limits while exploring the large parameter space. These ap-

proaches involve, for example, (i) expanding the statistical quantities of interest

in a Taylor series around a chosen best-guess value (Viel et al.2009; Viel and
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Haehnelt| 2006), (ii) running simulations on a carefully chosen grid in the param-
eter space and then interpolating between their outputs (McDonald et al.|2005)
and (iii) deriving scaling relations between different parameters from a limited
number of hydrodynamical simulations to study parameter degeneracy (Bolton
and Haehnelt| |2007; Bolton et al. 2005; [Faucher-Giguere et al. 2008b). Since
many of the parameters, particularly those related to the thermal state of the
IGM, are poorly understood, obtaining robust constraints would require explor-
ing a sufficiently wide range of parameter values. It is thus crucial to develop
newer methods of simulating the IGM that are efficient, flexible and at the same

time sufficiently accurate. This forms one of the main motivation of this thesis.

2 Outline

The main scientific contribution of this thesis is to develop an efficient way of
modelling the IGM as a post-processing step of the cosmological N-body hydro-
dynamical simulation GADGET-2 and to apply these models to constrain astro-
physical parameters from observations using various statistics. For this purpose,

we have developed following post-processing tools:

(i) A module that accounts for the effect of thermal, ionization evolution and

dynamic pressure of the gas.

(ii) A tool to generate the Ly« forest by shooting random sightlines through

the simulation box.

(iii) A module that automatically decomposes the Ly« forest in multi-component

Voigt profiles.

(iv) Different codes to derive the various Lya flux statistics such as flux probabil-
ity distribution function (PDF), flux power spectrum (PS), wavelet statistics
(Lidz et al.2010) and curvature statistics (Becker et al.|[2011)).

Using these tools, we model various observed properties of the IGM and com-
pare with observations to constrain astrophysical parameters with appropriate

errorbars.
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The thesis consists of six Chapters. Chapter 1 contains the introduction to
the subjects with highlights to the major objective of the thesis. In Chapters 2
and 3, we develop the necessary tools to simulate and analyze the Ly« forest.
In Chapter 4, we show the consistency of these tools with other simulations in
the literature. In Chapter 5, we apply these tools and constrain the ionizing UV
radiation background (UVB) at z < 0.5 using Ly« forest observations obtained
using the Cosmic Origins Spectrograph on-board Hubble Space Telescope (HST-
COS). Finally we summarize the main results of the thesis in Chapter 6. We

summarize each chapter in the following.

2.1 Code for Ionization and Temperature Evolution (CITE)

We use the publicly available smoothed particle hydrodynamic (SPH) code GADGET-
ﬂ (Springel 2005) to generate the density and velocity field in a periodic box. We
store the GADGET-2 snapshots from high redshifts (e.g. z = 6) to low redshifts
(z = 2) in intervals of Az = 0.1. An unique identification number assigned to each
particle in GADGET-2 can be used to trace its density and temperature evolution.
The modelling of the Ly« optical depth involves shooting of random sightlines
through simulation box and the calculation of three baryonic fields, namely, (i)
the overdensity A, (hereafter simply A), (ii) the peculiar velocity v and (iii) the
temperature 7" along these sighlines. |Hui and Gnedin (1997) have shown that
the temperature and density of the low density gas exposed to photo-heating by

UVB follows a tight power-law correlation given by,
T=TyA"! (1)

where T} is mean IGM temperature and ~ is slope of equation of state. However,
the temperature and density obtained from GADGET-2 do not follow this rela-
tion. It is because GADGET-2 does not include processes like photoheating and
radiative cooling. This shortcoming has been addressed in subsequent versions of
the GADGET, e.g., GADGET-3 (as discussed in Bolton et al.|2006) where one can

perform the simulation in presence of a UVB. However, performing a GADGET-3

http://www.mpa.mpa-garching.mpg.de/gadget/
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simulation is computationally expensive especially while probing large parameter
space.

As a complimentary tool, we develope a “Code for Ionization and Temperature
Evolution” (CITE) to model the thermal and ionization evolution of particles
in the post-processing step of GADGET-2. The basic equation governing the
evolution of IGM temperature (Hui and Gnedin/[1997) is,

= =

aT (_ N dehock> AT AT )
3A dt dt dt dt
In the above equation the first three terms on right hand side represent, respec-
tively, the rate of cooling due to Hubble expansion, adiabatic heating and/or
cooling arising from the evolution of the densities of gas particles and the change
in temperature because of the structure formation shocks. These three mecha-
nisms are taken into account in the default run of the GADGET-2. The fourth
and fifth terms on the right hand side of Eq. [2.6 corresponding to change in
temperature due to change in internal energy per particle and change in temper-
ature due to other heating/cooling processes respectively, are not accounted for
in GADGET-2.

The method followed by us in CITE to account for radiative heating and cooling

processes is as follows:

(i) At high redshifts (z; = 6) we assume power-law 7' — A relation given in Eq.
for unshocked particles. We solve the equilibrium ionization evolution
equation for a given UVB to calculate various ionization fractions of H and
He.

(ii) Given the ionization fractions and the temperatures, the last two terms on
the right hand side of Eq. can be calculated.

(iii) We obtain the temperature of the particles in the next time step (22 =
z1 — Az) accounting for all the five terms in Eq. 2.6]

(iv) For redshift 2z, we solve the equilibrium (or non-equilibrium, if desired)

ionization evolution equation to calculate various ionization fractions.
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(v) We repeat the steps (ii)-(iv) to obtain the temperature of the particle at

subsequent redshifts.

We find that the resulting 7' — A relation (i.e., that obtained after applying
CITE) for the particles is power-law with T and 7 consistent with those from

GADGET-3. CITE offers many advantages for the IGM studies as given below:

(1) Because CITE is based on post-processing the GADGET-2 output, the method

is computationally less expensive.

(2) cITE allows us to explore large thermal history parameter space without

performing the full SPH simulation from high-z.

(3) CITE provides flexibility to (i) simulate the non-equilibrium evolution of ther-
mal and ionization state of the gas, (ii) incorporate the radiative cooling for
a wide range of metallicities and (iii) include heating due to non-standard

sources like cosmic rays and high energy ~-rays from Blazars.

Despite offering flexibility, the obvious shortcoming of CITE is that the diffuse
gas is evolved dynamically at effectively zero pressure (because of its low tem-
perature), rather than the pressure it would have if it were at T' ~ 10* K typical
of photoionized gas. Thus the dynamical impact of the diffuse IGM pressure (es-
pecially at small scales) is not modelled self-consistently in CITE. However, we
expect that the effect of dynamic pressure is not important for moderate to low
resolution (gas particle mass dm ~ 1.26 x 107 h=! M, pixel size dz ~ 48.8h~!
ckpc) Lya forest studies typically achieved with HST-COS at low-z (z < 0.5).
On the other hand, for studying the high-z (2 < z < 4) Lya forest one usually
uses higher resolution echelle data. When we use appropriate high resolution
(gas particle mass dm ~ 1.01 x 105 b~ M, pixel size dx ~ 9.77 ckpc) simulation
boxes, we notice that the density (A) and velocity (v) fields are smoother for
GADGET-3 as compared to those from GADGET-2 (known as “pressure smooth-
ing”). This is because the temperature of the SPH particles in GADGET-2 is
not calculated self-consistently, the unshocked gas is effectively evolved at zero
pressure in GADGET-2, and the local Jeans length of the particles, responsible for
pressure smoothing in GADGET-3, is comparable to the resolution of the simula-

tion box.
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The effect of dynamical pressure can be captured by running GADGET-2 at an
elevated temperature floor ~ 10* K, post-processing with CITE, and smoothing
(in 3 dimensions) the density and velocity fields over a local Jeans scale (over
which pressure smoothing effects are important) with a modified SPH kernel.

We further develop a module for “Generating Lyman Alpha forest Spectra in
Simulation” (GLASS). Using GLASS, we calculated the Lyc transmitted flux that
has signal-to-noise ratio (SNR), spectral resolution and line spread function (LSF)
effects similar to the observational data. We show that the line-of-sight density,
velocity, temperature field and Lya transmitted flux is remarkably similar to
those obtained from self-consistent simulations like GADGET-3. Our method to
simulate the Ly« forest is computationally less expensive, flexible and accurate
to within 5 percent. The details of CITE can be found in Chapter 2 of the thesis
(see also |Gaikwad et al.2017alb)).

2.2 Volgt profile Parameter Estimation Routine (VIPER)

The observations of the Ly« forest have regularly been used to constrain cosmo-
logical and astrophysical parameters related to IGM physics. Usually constraining
these parameters involves comparing different statistics of the Ly« forest derived
from observed spectra with those from the simulated ones. These statistics are
broadly divided into two cases. In the first case, Lya transmitted flux is treated
as a continuous field quantity. In particular, the mean flux, the flux PDF and the
flux PS have been used to constrain cosmological parameters (Choudhury et al.
2001; \Viel et al. 2009, 2006, 2004a,b), and astrophysical parameters such as Tp,
~ and Iy (Becker et al.|2011; Lidz et al.2010). In the second case, Ly« forest
is decomposed into multiple Voigt profiles. The line width distribution function
calculated from Voigt profile fitting is sensitive to the thermal history and the en-
ergy injected by various astrophysical processes in the form of heat and turbulent
motions in the IGM (Davé et al.|2001; Schaye et al./[1999, 2000). Similarly, the
column density distribution function (CDDF) calculated from Voigt profile de-
composition is sensitive to I'yy (Gurvich et al.|2017; Kollmeier et al.|2014; [Shull
et al|2015) and cosmological parameters (Shull et al. 2012). While statistics

based on parameters obtained using Voigt profile fitting are useful in deriving
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thermal history and equation of state of the IGM, the Voigt profile decomposi-
tion is usually subjective, laborious and time consuming process. Therefore, a
large parameter space exploration in simulations is usually difficult.

We develop a parallel processing module “Volgt profile Parameter Estimation
Routine” (VIPER) to fit the Ly« forest with multiple Voigt profiles automatically.
In VIPER, the blended and saturated features are fitted simultaneously with multi-
component Voigt profiles. An objective criteria based on information theory is
used to find the number of Voigt profiles needed to describe the Lya forest. Here
we briefly outline the steps involved in VIPER:

(i) First the crude significance level (CSL) is calculated from flux and SNR per

pixel as a function of wavelength.

(ii) The maxima (peaks) in CSL above a certain threshold (CSL > 1.5) are
identified.

(iii) The minima are found on either side of maxima to enclose the peaks in

region accounting for blending effects.

(iv) In each region as many component as necessary are fitted based on an objec-

tive criteria namely “Akaike Information Criteria with Correction” (AICC).

(v) Finally the rigorous significance level (RSL) of each line is calculated to

account for LSF effect and lines are accepted if RSL > 4.

We fit 82 HST-COS Ly« forest spectra using VIPER and compiled a Ly« line
catalog called “VIPER line catalog”. We show that the Voigt profiles fitted to
observed spectra using VIPER match well, in terms of number of components and
the values of fitted parameter along with the errorbar, with those fitted using
semi-numerical method in Danforth et al.| (2016). The median b parameter from
VIPER (32.9 & 20.8 kms™!) is consistent with that from Danforth et al.| (2016]
33.9 4+ 18.3 kms™!). Also, the median log Ny from VIPER (13.39 + 0.61) is in
good agreement with that from Danforth et al.| (2016, 13.38+£0.63). We calculate
the appropriate redshift path length Az(Ngp) and the sensitivity curve from the
HST-COS data. Subsequently, we calculate the CDDF after accounting for the
incompleteness of the sample. We show that our calculated CDDF in the redshift
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range (0.075 < z < 0.45) is consistent (KS test p-value is 0.83) with that of
Danforth et al.| (2016) CDDF in the redshift range (0 < z < 0.75). The parallel
and automated nature of VIPER allows us to simultaneously fit large number of
simulated spectra and to explore a wide parameter space efficiently. The details

of VIPER are given in Chapter 3 of the thesis (also refer to (Gaikwad et al.|2017c]).

2.3 Validation of CITE

Chapter 4 of the thesis focuses on validating our method of evolving thermal
and ionization state of the IGM using CITE. For low resolution (similar to that
achieved in HST-COS data) simulation, we show the consistency of our method

with other simulations in the literature by comparing with three metrics:

(i) thermal history parameters: our simulation predicts 7y ~ 5000 K and v ~
1.6 in the redshift range z = 0.1 to 0.45. These values are shown to be

insensitive to our choice of Ty and ~ at an initial redshift, z; = 2.1;

ii) distribution of baryons in phase diagram at z = 0: We find ~ 34 per cent o
ii) distributi fb in phase di t 0: We find ~ 34 t of
baryons are in diffuse phase, ~ 29 per cent in warm hot intergalactic medium
(WHIM), ~ 18 per cent in hot halo and ~ 19 per cent in condensed phase

and

(iii) the correlation between baryon overdensity A vs H 1 column density, Ny, in
the redshift range 0.2 < 2z < 0.3: we find A = 34.845.9 (Nyy/104)0-770£0.022,

We show that all these predictions compare well with those of low-z simulations in
the literature (Davé et al.2010; Smith et al.2011)) that include different feedback
processes at varied levels. Note that the feedback processes such as galactic winds
or AGN feedback are not incorporated in our simulations.

On the other hand, for high resolution (typically achieved in echelle data)
simulations (at 2 < z < 4), the dynamical evolution of SPH particles at finite
pressure is an important effect. It is well known that the pressure smoothing in
GADGET-3 is not only decided by the instantaneous density and temperature of
the particles but also to some extent by the thermal history (Gnedin and Hui
1998; |[Kulkarni et al. 2015). To illustrate this, we perform three high resolution

xx1



simulations (gas particle mass dm ~ 1.01 x 10° h=! My, pixel size dz ~ 9.77
ckpc) with same initial conditions (i) G2-LTF: GADGET-2 with low temperature
(T ~ 100 K) floor in which local Jeans length is decided by instantaneous density
and temperature and (ii) G2-HTF: GADGET-2 with high temperature (T ~ 10*
K) floor in which even the unshocked gas is evolved at a pressure appropriate
for a photoionized gas at T' = 10* K and (iii) GADGET-3: a reference model for
comparison with G2-LTF and G2-HTF model.

First, we obtain the evolution of thermal history parameters Ty and v by esti-
mating the temperature of the SPH particles from CITE. The T and v evolution
from our model is in very good agreement with that from GADGET-3. CITE also
provides us with enough flexibility to solve the non-equilibrium ionization evolu-
tion equation. The Tj and 7 evolution for non-equilibrium case is considerably
different (7} is larger by ~ 60 percent and + is smaller by 15 percent at z = 3.7)
than that for equilibrium case. The Ty evolution for non-equilibrium case from
our method is consistent with that from Puchwein et al| (2015 difference less
than 2.5 percent). Using our module GLASS, we generate the Ly« forest spec-
tra by shooting random sightlines through simulation box in all the 3 models.
The resulting Ly« forest spectra along sightline are remarkably similar in the
G2-HTF and ¢ADGET-3 methods. We compare the G2-LTF and G2-HTF with
the GADGET-3 model using 8 different statistics, namely: (i) 1D density field PS,
(ii) flux PDF, (iii) flux PS, (iv) wavelet PDF (Lidz et al.2010)), (v) curvature
PDF (Becker et al.|2011), (vi) CDDF, (vii) linewidth (b) distribution and (viii)
b vs log Nyp correlation, at four different redshift z = 2.5,3.0,3.5 and 4.0. We
have developed a statistical module to calculate the 8 statistics mentioned above.
Treating the GADGET-3 model as the reference, we demonstrate that the 'y can
be recovered, using flux PDF and flux PS statistics, within 1o statistical uncer-
tainty using the G2-HTF model. We find that the G2-HTF model is in general
very good agreement (within 1o) with GADGET-3 model at all redshifts. Using
enhanced |Haardt and Madau (2012) photo-heating rates, we obtain a thermal
history such that 7Tj is increased by a factor of ~ 2. We show that our method for
such significantly different thermal history is consistent (in 1) with GADGET-3

simulation. We refer the reader to (Gaikwad et al.| (2017alb) for detail analysis.
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2.4 Application of cITE and VIPER: H I photoionization rate
at low-z
In Chapter 5 of the thesis, we constrain the UVB (at z < 2) responsible for

maintaining highly ionized state of IGM using the tools CITE, GLASS and VIPER

developed in Chapters 2 and 3. The accurate characterization UVB is important

for modeling the thermal and ionization state of the IGM (Becker and Bolton|
2013; Becker et al.|2011; Boera et al|2014; Lidz et al.|2010), measuring the
baryon content in the IGM (Shull et al.|2012)), and deriving metal abundances in
the IGM using ionization corrections (Carswell et al.,2002; Peeples et al.|[2014;
Shull et al. 2014} Songaila/2001)).

The stellar contribution to the UVB depends crucially on the average fraction

of ionizing photons escaping the galaxies known as the escape fraction (fes.). The
theoretical modelling of f.. is difficult as it depends on various physical factors

such as the galaxy mass, morphology, composition of the interstellar medium

(ISM), spatial distribution of gas and supernova rates (Cen and Kimm| 2015;
Ricotti and Shull|2000; Roy et al.|2015)). Measuring fes. directly from observations
too is quite challenging. Only the handful of individual galaxies are detected to

show escaping ionizing photons, 8 at low—z (Bergvall et al.[2006; Borthakur et al.|
2014} [Izotov et al|[2016alc) and 2 at high-z (Shapley et al.|[2016} [Vanzella et al|
2016). The 30 upper limits on the average escape fraction at low-z is ~ 0.01 to
0.2 (Cowie et al.2009; [Leitet et al. 2013} |Siana et al|2010) and at high z ~ 0.04
to 0.15.

One way of constraining fes. (and hence the stellar contribution to the UVB) is
by using measured I'yy (Inoue et al.|2006; Khaire et al.[2016]). This can be done by
simulating the observed properties of the Ly« forest (far away from the proximity
of QSOs) such as CDDF (Kollmeier et al.|2014} [Shull et al.|2015). To observe the
Lya forest at low-z (i.e., z < 0.5), an UV spectrograph on a space telescope is
needed for the Ly« forest observations. Thanks to the HST-COS we have good
quality observations of the low-z Ly« forest. These observations have been used
by Kollmeier et al. (2014); |Shull et al.| (2015)) to place constraints on I'y;. It turns
out that there is a tension between the inferred I'y; by Kollmeier et al. (2014)
and [Shull et al, (2015), where both use Ly« forest data by Danforth et al.| (2016))

xxiii



but different simulations. The inferred 'y values disagree by a factor of ~ 2.5.
Given such a wide disagreement, it is worth taking an independent closer look
at the ['g; measurements at low-z using the Ly« forest with a careful analysis of
the systematics in the data as well as modeling uncertainties.

We measure I'yr at 2z < 0.45 from a sample of 82 QSO spectra obtained with
HST-COS and hydrodynamical simulations using GADGET-2 post-processed with
CITE and GLASS. The basic steps for constraining any astrophysical quantity from

Ly« forest are
(i) to identify a statistics sensitive to the quantity,
(ii) derive the statistics from Lya forest observations,

(iii) derive the same statistics by modeling the Ly« forest in simulation treating

the quantity of interest as a free parameter,

(iv) compute x? between the statistics derived from observation and simulation

and

(v) the best fit value and the associated statistical error on the quantity is

obtained from x? parabola.

For a fair comparison, we mimic the simulated Ly« forest as close to observa-
tions as possible in terms of the SNR, resolution and LSF. The spectra generated
using our method are remarkably similar to the observed spectra. We use three
statistics (i.e., flux PDF, flux PS and CDDF) and x? minimization using appro-
priate covariance matrices to compare the observations with the model predic-
tions. We measured I'yy in four different redshift bins (of Az = 0.1) centered at
z = 0.1125,0.2,0.3,0.4 using constraints from these statistics mentioned above.
We estimated the associated errors by varying thermal history parameters, cosmo-
logical parameters and continuum fitted to the observed spectrum. Due to limited
wavelength range covered in the HST-COS spectrum used in this study, the I'ygy
measurement for the highest redshift bin (i.e z = 0.4) is likely to be affected
by the contamination of Ly/3 forest absorption from higher-z. We contaminated
our simulated Ly« forest at z = 0.4 by Lyp forest from z = 0.6 and corrected

for the effect of LyS contamination in our I'y; measurement for this z bin. The
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measured 1o (= Tyr/10712 s71) values at redshift bins z = 0.1125,0.2,0.3,0.4
are 0.066 + 0.015, 0.100 £ 0.021, 0.145 + 0.037, 0.210 £ 0.052, respectively.

We find that the b parameters of Voigt profile components from simulations
are typically underestimated as compared to observations. This difference can be
rectified by including the Gaussian distributed line width parameter by, (1 = 20
kms™'and o0 = 10 kms™') at each pixel in the simulation (Muzahid et al|2012}
Tripp et al.[2008]). The resulting line width distribution from simulations matches
roughly with observed line width distribution, scatter and lower envelope of the
b vs log Ny distribution. However, the CDDF has little effect of additional by,
(< 7 percent) and the 'y constraints are mildly affected (< 9 percent). On
the other hand if we consider additional heating effect (Viel et al. 2017) for the
excess broadening then the I'y; obtained will be slightly reduced (roughly scale
as T707).

Our final quoted errors in the 'y measurements include possible uncertainties
coming from the statistical uncertainty (~ 14 per cent), cosmic variance (~ 3
per cent), cosmological parameters uncertainty (~ 10 per cent) and continuum
uncertainty (systematic uncertainty ~ 7 per cent). Uncertainty in I'y; due to
uncertainty in thermal history parameters, over the range considered here, is
small and within statistical uncertainty. As expected based on UVB models,
even in the small redshift range covered in our study the measured 'y shows
a rapid evolution with z. We fit the redshift evolution of I'15 as I'1s = 0.040 £+
0.001 (1 + 2)%99£0-12 3t 0.075 < 2 < 0.45. The I'gr(z) obtained here are consistent
with the measurement of Shull et al. (2015) however our ['y; measurement at
z = 0.1 is factor ~ 2.7 smaller than |[Kollmeier et al.| (2014).

The I'yr measurement at any z; depends on the emissivities of the ionizing
sources at z > z; and Lyman continuum opacity of the IGM. We considered the
updated emissivities of QSOs and galaxies (with fe as a free parameter) and two
different H 1 column density distribution as a function of z obtained by Haardt
and Madau (2012) and Inoue et al. (2014)) and obtained I'y; using [Khaire and
Srianand (2015a)) UVB code. We find that for, both H 1 distributions, our derived
Cui(2) is consistent with being contributed only by QSOs. This is true even if we
allow for variations in the UV spectral index of QSOs. We also find the maximum

3o upper limit on f. at z < 2, allowing for uncertainty in far UV spectral index
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and cloud distribution f(Nyj, 2) of Inoue et al.| (2014), is 0.008. This is consistent
with 30 upper limits on average fes. (i.e < 0.02) obtained by stacking samples of
galaxies probing average galaxy mass M > 1093 M.

Our measurements suggest that the contribution of low mass galaxies to av-
erage fese Will also be small. Qur study confirms that there is no crisis at low
redshift in accounting for the observed Lyman continuum photons using standard
known luminous astronomical sources as claimed by Kollmeier et al.|(2014). Thus
our I'yy(z) measurement can in turn be used to place a strong constraint on the
contributions of decaying dark matter to the low-z UVB. For more details we
refer the reader to |Gaikwad et al.| (2017bllc).

2.5 Future Outlook

In Chapter 6, we provide the general outlook and future directions related to
IGM science. With the rapid advancement in observations and simulations, IGM
science is entering a new phase that will provide new opportunities for other areas
of astrophysics and cosmology to exploit the IGM as a tool for testing models of
interest. The upcoming surveys with ground based telescopes like Thirty Meter
Telescopd!| (TMT), Giant Magellan Telescopef| (GMT), Giant Segmented Mir-
ror Telescopd| (GSMT), Extremely Large Telescopd| (ELT), Sloan Digital Sky
SurveyP| (SDSS) and space telescope like James Webb Space Telescopd?| (JWST),

promises to settle a number of outstanding questions in IGM science such as

(i) circumstances that led to reionization of H 1 (at z ~ 6 — 15) and He 11 (at
z~3),

(ii) connection of IGM with galaxy (in the form of Galactic winds, various

feedback processes),

(iii) the signal from Baryon Acoustic Oscillations (BAO),

thttp://www.tmt.sorg
Zhttp://www.gnto.org
3http://www.gsmt.noao.edu
‘http://www.eso.org/projects/e-elt/
Shttp://www.sdss.org
Shttp://www.jwst.nasa.gov/

XXVI


http://www.tmt.sorg
http://www.gmto.org
http://www.gsmt.noao.edu
http://www.eso.org/projects/e-elt/
http://www.sdss.org
http://www.jwst.nasa.gov/

(iv) 3D matter distribution (tomography) in the IGM,
(v) metal enrichment of the IGM, and

(vi) constraints on cosmological models such as dark energy equation of state,

mass of warm dark matter particles.

In order to synchronize with flow of observational data from these surveys,
IGM simulations needs to be efficient, flexible and sufficiently accurate to probe
large parameter space. The tools and techniques developed in this thesis provide a
starting point to efficiently simulate the IGM. With large amount of observational
data together with efficient simulations, the IGM science will continue to flourish

for many years to come.
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1.2

Schematic diagram illustrating the evolution of the Universe in the
standard bigbang cosmology. The early Universe was extremely
hot, dense and composed of soup of elementary particles tightly
coupled to photons. The photons decoupled from baryons at epoch
of Cosmic Microwave Background (CMB). The primordial fluctu-
ations in the early Universe started to grow via gravitational in-
stabilites during the cosmic dark ages. The cosmic dark age ended
when some perturbations in the cosmic density field evolve into the
nonlinear regime and collapse to form stars and galaxies. The pho-
tons from these young stars and galaxies photo-ionized the IGM.

(Image credit: Faucher-Giguere et al.[2008a) . . . . . . ... ...

A typical example of Ly« forest absorption towards QSO HE2347-
4342. The emission redshift of the QSO is z., = 2.885. The
continuum fit to the QSO is shown by magenta line. The region
enclosed in black dashed vertical line in top and middle is enlarged
in middle panel and bottom panel respectively. One can see that
Lya forest consists of many absorption features isolated or blended
together. Note that we have normalized the flux by continuum in

the middle and bottom panel. . . . . . . . ... ... L.
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1.3 Typical example of absorption spectrum towards QSO PKS0454+039

1.4
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obtained using Faint Object Spectrograph (FOS) on board Hub-
ble Space Telescope (HST). The Ly« emission of the QSO at
A\ = 2844.66 A is indicated by black dashed vertical line which
corresponds to the emission redshift z., = 1.34. The two strong
absorbers at z = 0.86 and z = 1.15 are examples of damped Ly«
absorber (DLA) and partial Lyman limit system (LLS) respec-
tively. The DLA produces the break at A = 1700 A corresponding
to complete absorption of H 1 ionizing photons. Whereas, partial
LLS produces the partial break at A = 1950 A because H 1 col-
umn density is not sufficient to absorb all H 1 ionizing photons.
The DLA also produces the metal line (C 1v) absorption systems
redward of Lya emission. The common absorption features seen

blueward of Lya emission is known as Ly« forest (figure similar
to |Charlton and Churchill|2000). . . . .. ... ... ... ....

[lustration of absorption line profile for H 1 Lya line (log Ny
=18.2 and b = 35 kms™!). The Voigt profile (blue solid curve) is
convolution of Gaussian profile (due to thermal motion of atoms)
and Lorentzian (due to quantum mechanical finite lifetime of en-
ergy state). Figure shows that the center of the absorption line
profile is dominated by thermal broadening (red dashed line). The
difference (mainly in the wings) between the Voigt profile and
Gaussian is due to the Lorentzian profile. . . . . . . . . . . .. ..
Flow chart showing the dependence of cosmological and astrophys-
ical parameters on modeling of the Ly« optical depth. . . . . ..
Cooling rate as a function of temperature for primordial (H and He)
composition of gas in collisional equilibrium. The black solid curve
represents total cooling rate. The total cooling rate is dominated
by collisional excitation rates at low temperatures (T < 3 x 10° K)

and by free-free emission at high temperatures (7' > 10° K).
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Net cooling rate as a function of temperature for primordial (H and
He) composition of gas in ionization equilibrium with [HM12 UVB.
Results are shown for different overdensities as indicated in each
subpanel. The blue and red dashed line indicates cooling rate and
the rate of heating by photoionization respectively. The absolute
net cooling rate is is shown by black solid curve. . . . . . . . . ..
Schematic diagram showing the effect of residual photoheating dur-
ing He 11 reionization on thermal history parameters Ty and . Due
to the density independent heating of the IGM during the reion-
ization, the mean IGM temperature increases (by d7x ~ 10000 K)
and 7' — A relation becomes flat (y ~1.3). . . . .. ... ... ..
3D evolution of the cosmic baryon density field at 2 = 6, 4, and
2 (from left to right respectively) in GADGET-3 simulation. The
high density points are shown by red color whereas low density
points occupying significant volume of the box are shown by blue
points. The formation of high density, non-linear structures is
clearly visible at low redshift z = 2. When a sightline passes
through the filaments, absorption seen in Ly« forest is produced.
Slices of width ~ 10 ckpc from a GADGET-3 simulation box at
z = 2.5. Left, middle and right panel show baryon overdensity
(log A), baryon velocity component (v,) along x axis and baryon
temperature (logT') field respectively. The colour scheme repre-
sents density of points in logarithmic unit. Random sightlines are
shoot through simulation box and log A, v, and log T along these
sightlines are extracted. The Ly« forest is generated along these
sightlines. . . . . . . . . .
Left hand panel shows the photoionization rate for H 1 (solid
curve), He 1 (dashed curve) and He 11 (dot dashed curve) from
HM12 and KS15 UVB models. Right hand panel shows the pho-
toheating rate for H I (solid curve), He 1 (dashed curve) and He 11
(dot dashed curve) in HM12 and KS15 UVB models. . . . . . . .
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Two-dimensional slices of width 0.1 A~! cMpc obtained from the
GADGET-2 output snapshot at z = 0.3. Left-hand panel: the dis-
tribution of baryon overdensity A. Color scheme is such that red
and blue color represent highest density and lowest density regions
respectively. Middle panel: the gas temperature 7, from GADGET-
2 (see section . Right-hand panel: the gas temperature T'
predicted after evolving the temperature from z; = 2.1 (initially
at 2z, To = 15000 K and v = 1.3) using our post-processing mod-
ule CITE (see Section . The highly overdense regions are at
higher temperatures because of the shock heating resulting from
the structure formation. The color scheme in middle and right-
hand panel is such that red and blue color corresponds to highest

temperature and lowest temperature regions respectively. . . . . .

Distribution of grid points in the 7' — A plane at z = 0.3 when
the temperatures are estimated using CITE (see Section for
details of cITE). The color scale indicates the density of points
are shown (in logarithmic scale). At the initial redshift z; = 2.1
the values of the free parameters are chosen as Ty = 15000 K and
7 = 1.3 (model T15 — y1.3 in Table [£.2), to define the effective
equation of state of the IGM shown by the red dashed line. The
final equation of state at z = 0.3 is best described by parameters

Ty = 4902 K and v = 1.53 (black dashed line). . . . . .. ... ..

Top panel shows the observed Ly« forest (after the metal lines and
higher order Ly series lines are removed and replaced by a contin-
uum added with random noise) towards the QSO 3C57 (Danforth
et al.||2016)). Bottom panel shows the simulated spectrum towards
a random line of sight in our simulation box. The simulated spec-
trum is convolved with the appropriate line spread function of
HST-COS and added with noise having SNR similar to that of
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GADGET-2 (red solid curve) simulations for a low resolution simu-
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Schematic diagram showing main steps adopted in our post-processing

method of obtaining Lya forest spectra from GADGET-2 taking
into account radiative cooling and heating effects externally. The
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T — A relation of the SPH particles from GADGET-3 (left panel),
G2-LTF (middle panel) and G2-HTF (right panel) at z = 2.5.
The temperature in the G2-LTF and G2-HTF models are obtained
in the post-processing step of GADGET-2 using CITE (see section
3.3). The magenta dashed vertical line shows bins in log A. We
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models (see Appendix for more details). The colour scheme
represents density of points in logarithmic unit. . . . . . . . . ..
Comparison of the thermal history parameters (T, and ) evolution
from G2-HTF with GADGET-3 (gray stars) and [Puchwein et al.
(2015, magenta up-triangles for non-equilibrium and blue down-
triangles for equilibrium ionization evolution). CITE is started at
z = 6.0 with initial conditions Ty = 7920 and v = 1.52 same as
those obtained in GADGET-3 at that redshift (see section for
details). We run CITE using equilibrium (red filled circles) and non-
equilibrium (green diamonds) ionization evolution equation. Note
that the default version of GADGET-3 solves equilibrium ionization
evolution equation. . . . . . . . . ... ... L.
Slices of width ~ 10 ckpc from a simulation box at z = 2.5 for
GADGET-3 (top), G2-LTF (middle) and G2-HTF (bottom). Left,
middle and right panels in each row show overdensity (log A), ve-
locity component (v,) along x axis and temperature (log7") field
respectively. The colour scheme represents density of points in
logarithmic unit. We shoot a sightline parallel to x axis through
simulation box in each model as shown by horizontal dashed line
in each panel. We extracted log A, v, and log T" along this sightline
for each model and plotted in Fig. 2.9(. . . . . ... .. ... ...
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2.9

2.10

2.11

Line of sight comparison of overdensity (panel (a), log A), velocity
(panel (b), v, in kms™!), temperature (panel (c), logT) and Lya
flux (panel (d), F') for GADGET-3 (black solid line), G2-LTF (blue
dotted line) and G2-HTF (red dashed line) from a simulation box
at z = 2.5 as shown in Fig. 2.8 The Ly« flux is not convolved

with any LSF and no noise is added to the flux. . . . ... .. ..

Left, middle and right panel shows the T'— A relation for GADGET-

3, G2-LTF and G2-LTF with SFR criteria used in QUICK_LYALPHA

setting of GADGET-3. Particles with A > 1000 and 7' < 10°K are
treated as stars and removed from further calculation. The T'— A
relation looks remarkably similar for GADGET-3 and G2-LTF with

QUICK_LYALPHA setting. . . . . ... ... .. ... ......

The SPH kernel (see Eq. and Gaussian kernel (Eq.
for a particle are shown by blue solid curve and red dashed-dot
curve respectively. These two kernels are convolve using FFT based
method as shown by black dashed line. Red stars shows our the
semi-analytical convolution approximation (given in Eq. .
Our method of approximation is accurate within 2 percent of FFT

based method. . . . . . . . ..

xli

(o)



LIST OF FIGURES

3.1

3.2

Mlustration of different steps in the automatic Voigt profile fit-
ting procedure used in VIPER. 7Top panel shows a portion of
the observed HST-COS spectrum along the sightline towards QSO
PKS1302-102. Second panel from top shows the estimation of
crude significance level (CSL) using the Eq[3.1] (for b = 20 kms™).
All the identified peaks with CSL > 1.5 (magenta dashed line) are
shown by red stars. The identified regions enclosing the peaks
are shown by black dashed vertical lines. Overlapping regions are
merged accordingly to fit blended lines simultaneously (see yellow
shaded region). All the identified regions are fitted with Voigt pro-
file as shown in the third panel from top. The number of compo-
nents used to fit the region is decided using AICC and demanding
Y30t ~ 1 (see section [3.3). Rigorous significance level (RSL) for
each fitted line is calculated using Eq[3.4l Bottom panel shows the
accepted fit with the RSL >4. . . ... ... ... ... .....

Left-hand panel shows the three different Voigt profile fits with
Nyoigt = 1,2 and 3 (green dot-dashed, red continuous and blue
dashed lines respectively) fitted to the observed data (black cir-
cle). The spectrum is shown in the velocity scale defined with
respect to the redshift of the strongest line center. Right-hand
panel shows the corresponding variation of AICC (stars) and 2
(magenta circles) for 5 different models. For legibility fits with
Nyoigt = 4,5 (gray star points) are not shown in left-hand panel.
For Nyoigt > 2, the x? remains constant whereas AICC increases
due to the second term on right-hand side of Eq[3.3] The best fit
model corresponds to the minimum AICC (where x3,; ~ 1 is also
achieved) i.e., Nyoigr = 2 shown by black arrow in right-hand panel

and red solid line in left-hand panel. . . . . . ... ... ... ..
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3.3

3.4

Comparison of Voigt profiles fitted using our procedure with those
of D16 for four different regions in our sample. Black filled cir-
cles, the solid red line and the dashed blue line are observed data
points, the best fit profile from VIPER and from [D16| respectively.
The spectra are shown in the velocity scale defined with respect to
the redshift of the strongest component. Blue dashed and red con-
tinuous vertical ticks show the location of identified components by
D16 and VIPER respectively. The residual between observed data
and fitting from D16/ (open blue stars) and VIPER (red filled circles)
model are shown in the corresponding lower panel. In majority of
cases (~ 89 percent, like upper row panels) our parameters within
1o errors match with those from (D16, However, for some cases our
fit to the data using AICC (i.e., using criteria AAICC> 5, see text
for details) is found to be better (lower row panels). In all four
cases shown above our 3 is better than the corresponding from
DI6L . . . o
Left-hand panel illustrates our redshift path length calculation for
sightline towards QSO H1821+4-643. Top, middle and lower left-
hand panels show the flux, SNR per pixel and equivalent width
vector respectively. Equivalent width vector W () is calculated
for RSL = 4 in Eq[3.4 The limiting equivalent width (W), esti-
mated from the curve of growth, corresponding to log(Nyr) = 12.5
is shown by horizontal black dashed line in the bottom panel.
The redshift path length, Az(Ng = 10'2® em™2), for this sight-
line is the redshift covered by region W(A) < Wyy,. The total
redshift path length is sum of the Az measured along all QSO
sightlines.  Right-hand panel shows (blue curve) the total red-
shift path length as a function of log Ny; (known as sensitivity
curve). The completeness limit for the sample is log Ny = 13.6
(shown by blue arrow). The fractional area in a given log Ny bin,
dA = dz dlog(Npp), is area under the blue curve in the corre-
sponding log Ny bin (shown by blue text) that is used in CDDF

caleculation. . . . . . L
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3.5 Left-hand panel shows comparison of CDDF from VIPER (red cir-

cle, 0.075 < z < 0.45, 1277 H1 Ly« lines), |D16 line catalog (black

stars, for 0.075 < z < 0.45, 1280 H 1 Ly« lines) and Table.5 in

D16| (blue square curve with gray shaded region, for 0 < z < 0.75,

2256 H 1 Lya lines). The two sample KS test p-value between

VIPER and D16/ line catalog for log Ngy distribution is 0.83. Thus

within errors the CDDF from the two methods are consistent with

each other. At high column densities the differences arises due

to differences in the fitting procedure (multi-component fitting us-

ing AICC). Right-hand panel shows the b parameter distribution

from VIPER (red curve for 0.075 < z < 0.45) and D16/ line catalog

(black curve with shaded region for 0.075 < z < 0.45). The two

sample KS test p-value between VIPER and |[D16| line catalog for b

parameter distribution is 0.41. Thus the b parameter distribution

from VIPER is in good agreement with that of [D16| line catalog

validating our procedure. In both panels the error bars shown are

computed assuming the Poission distribution. . . . . ... .. ..
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3.6 shows a toy model explaining the effect of fractional LSF area on
equivalent width (7). Blue solid curve shows normalized flux
when flux is not convolveed with LSF while the red solid curve
shows normalized flux when flux is convolve with LSF. The red
dashed curve shows LSF which is assumed to be Gaussian in this
toy model. The magenta dashed vertical lines corresponds to Anyin
and Ap.x range over which equivalent width is calculated by in-
tegration. The fraction of the LSF area contributing to the line
fe = 0.683 is shown by gray shaded region. The true equiva-
lent width (i.e., in the absence of LSF, blue solid curve) within
Amin and Apax range is Wiorsp = 0.161. The observed equivalent
width due to LSF (red solid curve) in the same wavelength range
is Wisp = 0.110. Thus in order to obtain the true equivalent
width we need to divide the observed equivalent width (which is
affected by LSF) by fractional area (WyoLsr = Wisr/ f.). Convolv-
ing the instrumental LSF with the intrinsic line shape introduces a
generic dependence on the Doppler b parameter. The HST COS LSF
is wavelength dependent, introducing a wavelength dependence to

feo Thus fo= fo(x, A\0) « o 000000 104

4.1 Phase diagram (T'— A plane) of randomly selected 20000 GADGET-
2 particle post-processed with our module CITE in our simulation
at z = 0. The black dashed line cutoff at T = 10° and A =
120 demarcates diffuse, WHIM, hot halo and condensed gas phase
consistent with [Davé et al.| (2010) (different authors use different
definitions, refer to Table for details). Diffuse gas phase is
mainly responsible for the H 1 absorption seen in the QSO spectrum
in the form of Ly« forest. The percentage of baryons in different

phases are given in legend. . . . . . . . ... ... ... ... ... 108
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4.2 Same as Fig. [2.2] except the values of the free parameters T and
~ at initial redshift z; = 2.1 are different as indicated in each
subpanel. Despite the large differences in initial 7y and v, the final

equation of state parameters at z = 0.3 are quite similar (See Table

4.3 The temperature distribution of the gas particles after using CITE
starting from varied initial condition at z; = 2.1 Left-hand panel:
the final temperature distribution at z = 0.3 for different initial
To and v at z; = 2.1 (see Table . Right panel: the tempera-
ture distribution at different redshifts z = 1.5,0.9,0.3. The initial
equation of state (z; = 2.1) for right-hand panel corresponds to

model 715 —~1.3 in Table[d.2l . . . ... ... ... ... ... 1121
4.4 Tllustration of assigning optical depth (7) weighted overdensity and

temperature to the absorption lines in simulated spectrum (see
section [4.2.3]). The flux shown in the top panel is computed from
overdensity (A) (blue solid line), temperature (") (blue solid line)
and peculiar velocity (v) (blue solid line) given in 2°¢ 3' and 4th
panel from top respectively. The 7 weighted overdensity (see Eq.
and 7 weighted temperature are shown by red dashed lines in
27 and 3' panel from top respectively. To calculate 7 weighted

temperature, we replaced A; in Eq. by T;. . .. ... ... .. 114
4.5 Correlation between 7 weighted overdensity A (see section |4.2.3))

and column density Nygp for 4000 simulated Lya forest spectra
(SNR=50) in the range 0.2 < z < 0.3 for I';3 = 0.12 (consistent
with our final measurements see Fig. [5.16)). The color scheme
represents the density of points in logarithmic units. Magenta star
points with errorbar are mean 7 weighted overdensity binned in
Ny with width ANy = 0.1. Black dashed line shows our best
fit to the mean 7 weighted overdensity. The errorbar on best fit

values corresponds 1o variation in I'y5 which is 0.03 (see Fig. [5.16|). 115l
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4.6

4.7

4.8

4.9

Each panel shows the comparison of the line of sight density field

power spectrum from GADGET-3 (black circle), G2-LTF (blue squares)

and G2-HTF (red stars) models. The gray shaded region in each
panel represents 1o uncertainty (diagonal elements of covariance
matrix given in Eq. on the PS from GADGET-3. We present
the results for 4 redshifts that are identified in each panel.

Left and middle panels show comparison of the Lya forest flux PDF
and flux PS respectively from GADGET-3 (black circle), G2-LTF
(blue squares) and G2-HTF (red stars) where we use I';o = 1. The
gray shaded region in each panel represents 1o uncertainty (diago-
nal elements of the covariance matrix) on the respective statistics
from GADGET-3. Right panels show the combined (for flux PDF
and PS) reduced x? as a function of I'j5 for G2-LTF (blue squares)
and G2-HTF (red stars) model. GADGET-3 is used as the refer-
ence model with I';y = 1. The x? is calculated between statistics
from GADGET-3 and G2-LTF or G2-HTF models (see Table [4.3)).
The 1o statistical uncertainty on the recovered I'is for G2-HTF
model is indicated by black dashed vertical lines. First, second,
third and fourth row from top corresponds to z = 2.5, 3.0, 3.5 and
4.0 respectively. . . . . ..o
An example of a Morlet wavelet (s, = 50 kms™'). Morlet is
a sine (or a cosine) function damped by Gaussian. The wavelet
of suitable scale is convolved with transmitted Lya flux. The
resulting wavelet amplitudes are sensitive to the mean temperature
of the IGM. . . . . . . . ..
Top panel shows the transmitted Lya flux for mean IGM tempera-
ture Ty = 24000 K (blue curve) and Tj = 8000 K (red curve). The
middle panel shows the smoothed wavelet power (see Eq. for
the two models. The bottom panel shows the curvature (log || see
Eq. for the same two models. It is clear from the bottom two
panels that the higher the mean IGM temperature, the smaller the

wavelet power and curvature values. . . . . ... ... ... L.
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4.10 Left and right panels show the comparison of the smoothed wavelet

4.11

4.12

power PDF and PDF of curvature parameter of Lya transmit-
ted flux respectively from GADGET-3 (black circle), G2-LTF (blue
squares) and G2-HTF (red stars). The gray shaded region in each
panel represents 1o uncertainty on the respective statistics from
GADGET-3. First, second, third and fourth row from top corre-

sponds to z = 2.5,3.0,3.5 and 4.0 respectively. . . . . .. ... ..

Voigt profile decomposition using VIPER. The input flux is shown
by black circles and fitted flux is shown by red solid curve. First,
second, third and fourth panel from top shows the spectra from
simulation box at z = 2.5, 3.0, 3.5, 4.0 respectively. All the spectra
are shown for G2-HTF model. . . . . . . .. ... ... ... ...

Left, middle and right panels show the comparison of the CDDF,
b parameter distribution function and b vs log Nyy correlation re-
spectively from GADGET-3 (black circle), G2-LTF (blue squares)
and G2-HTF (red stars). The gray shaded region in first two
columns (except b vs log Ny panels) represents lo uncertainty
on the respective statistics from GADGET-3. First, second, third
and fourth row from top corresponds to z = 2.5,3.0,3.5 and 4.0
respectively. The incompleteness of the sample is not accounted
for in the calculation of CDDF. The completeness limit is shown
by solid vertical green line. In the right panel, the colour scheme
indicates density of points in logarithmic units for GADGET-3. The
lower envelope in right panel is obtained by calculating 10" per-
centile of b values in log Ny; bin. We calculated the y? for the
three statistics from sample of lines only above the completeness

limit. However, in the plot we show the results for full sample. . .

xlviii
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4.13 Line of sight comparison of Ly« flux (F') for GADGET-3 (black solid

5.1

5.2

line) and G2-HTF (red dashed line) simulation boxes at z = 2.5
along two different sightlines as shown in top and bottom pan-
els. GADGET-3 simulation is performed with an enhanced photo-
heating rates (see section for details). For G2-HTF model,
we used enhanced HM12 photo-heating rates in CITE. The Ly«
flux F' along the sightline match very well for the two models. The
Lya flux is not convolved with any LSF and no noise is added to

the flux. . . . . . .

The redshift range covered by the Lya forest for the 82 HST-COS
spectra used in this work (see section [3.2)). The vertical dashed
lines show the redshift bins with centers at z = 0.1125,0.2,0.3,0.4
and width Az = 0.075,0.1,0.1,0.1 respectively. The redshift bins
used in this work are shown by roman numerals. The sharp cutoff
shown by blue curly bracket is arising from the red wavelength
cutoff of the COS-160M grism used (at z = 0.48). In these cases
the COS spectra do not cover the Ly« emission from the QSOs. .

Top panel shows the observed Ly« forest towards the QSO 3C5H7.
H 1 Ly series and metal lines as identified by Danforth et al.| (2016)
are also marked. Middle panel shows the same spectrum after these
lines are removed and replaced by a continuum added with random
noise with the same SNR as in the original spectrum (see section
5.2)). Bottom panel shows the simulated spectrum towards a ran-
dom line of sight in our simulation box. The simulated spectrum is
convolved with the appropriate line spread function of HST-COS
and added with noise having SNR similar to that of 3C57 (see

section . .............................

xlix



LIST OF FIGURES

5.3 Correlation matrix for the flux PDF (left-hand panel) and the flux
PS (right-hand panel). Both the correlation matrices are calcu-
lated using the covariance obtained from the simulated mock sam-

ples (see section [5.4.1.1) and section [5.4.1.2f for more details). The

correlation matrices are shown for simulated Ly« forest at z = 0.3,

with '3 = 0.1 for 715 — 41.3 model given in Table[4.2] . . . . . . 147
5.4 Left and right-hand panels show respectively the variation of the

flux PDF and PS (at z = 0.3) for different models given in Table

and I'js = 0.08 and 0.12 at 2z = 0.3. The values of I';5 and

model corresponding to different lines are indicated in the legend.

It is clear from the figure that flux PDF and PS are more sensitive

to I'is (at z = 0.3) than initial values of Ty and v (at z; = 2.1)

because the final equation of states at z = 0.3 are very similar (see

Table[d.2). . . . . . . 150
5.5 Recovery of the I';s at z = 0.3 using the flux PDF and PS and

x? statistics. The z-axis represents the true I'jo, i.e., the one used

in the input model. The points with errorbars show the recovered

I'1s with the 1o confidence interval for each input model. The

red dashed line indicates the case where there is perfect match

between the input and the recovered I'15. The input and mock data

are drawn from two different simulations with same cosmological

parameters but different initial condition. The typical uncertainty

in recovered I'y5 is £0.015. . . . . . . . . .. ... .. 151
5.6 Left-hand and right-hand panels show the effect of LSF on flux

PDF and PS respectively. In both panels results obtained with

Gaussian LSF (FWHM ~ 17 km s!) are shown using solid blue

curves and ones that are obtained using HST-COS LSF are shown

by red dashed curves. In left-hand panel number of saturated pixels

(i.e. F' ~ 0) are smaller when we use the HST-COS LSF. Right-

hand panel shows that the LSFE affects the overall normalization

(02) of the flux PS below k ~ 6 hcMpe ™. . . . .. ... .. ... 153
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5.7 Figure shows comparison of HST-COS LSF (blue solid curve) with

5.8

traditionally used Gaussian function (red dashed curve, FWHM
~ 17 kms™). The HST-COS LSF is slightly asymmetric and has
extended wings that do not go to zero (at |v| > 21 kms™') as

rapidly as Gaussian LSF. . . . . . . . .. ... ... ... ...

Comparison of b parameter distribution (at 0.075 < z < 0.45) from
observations (red dashed line with errorbar) and simulations (blue
dotted line with 1o shaded region) for 3 cases (see section[5.4.2.1)):
(i) when by is not added in the simulation (left-hand panel),
(ii)) when density dependent by, at given ny (Oppenheimer and
Davé 2009) is added in the simulation (middle panel) and (iii)
when Gaussian distributed by, is added in the simulation (right-
hand panel). The errorbars on model b parameter distribution are
calculated from mock sample whereas the errorbars on observed
b parameter distribution are calculated assuming Poisson statis-
tics. The b parameter distribution from models with Gaussian
distributed by,,1, qualitatively matches well with that from the ob-

servabtion. . . . .. .
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5.9 Comparison of b vs Ny distribution (at 0.075 < z < 0.45) from ob-
servation (magenta points) and simulation (color-coded diagram)
for 3 cases (see section (i) when by, is not added in the
simulation (left-hand panel), (ii) when density dependent by, at
given ny (Oppenheimer and Davé|2009) is added in the simulation
(middle panel) and (iii) when Gaussian distributed b, is added
in the simulation (right-hand panel). The color scheme indicates
density of points from the simulation in logarithmic units. The
red solid line and black dashed line shows the lower envelope for
observed and model data points in both panels. The lower enve-
lope is obtained by calculating 10*" percentile of b in log Ny bins.
The lower envelope matches well in the case where Gaussian dis-
tributed by is added. We calculated the x? between model and
observation by binning the data into 2D bins. These values are
quoted on top of each panel. The X2 is better for a model with
Gaussian distributed by, (Y3, = 2.08) than a model without tur-

bulence (x3,; = 4.17) and a model with density dependent by,

(s =383). o o,

lii



LIST OF FIGURES

5.10

5.11

5.12

Constraints on I'1s for z = 0.1125,0.2,0.3,0.4 from top row to bottom row.
The left-hand panels show the flux PDF of observed (red dashed line) and
best fit model spectra (blue dotted line). The blue shaded regions show the
1o range in flux PDF from mock samples covariance matrix (diagonal terms
only). The middle panels show the flux PS of observed (red dashed line) and
best fit model spectra (blue shaded region). The blue shaded regions show
the 1o range in flux PS from mock samples covariance matrix (diagonal terms
only). The right-hand panels show the reduced x? against I'15 for flux PDF
(blue dotted curve), flux PS (red dashed curve) and the combined statistics
(i.e., flux PDF and PS). The black solid curve is obtained by adding the x? of
the flux PDF and PS. Note that the best fit model corresponds to minimum
value of joint x2, 2 The vertical black dashed lines show the 1o (statistical
only) constraint on I';s. For visual purpose, the model flux PDF and PS
obtained by shifting the best fit I'12 by £20 range is shown (black solid line)
in the left-hand and middle panel respectively. All the plots are shown for
model 720 — v1.8 (see Table [£.2)). For z = 0.4 redshift bin results are shown
for the simulated spectra that are not contaminated by Ly forest (see text
and Fig. for details). . . . . . . ..o oL
Effect of metallicity on T'— A scatter plot for 10000 randomly se-
lected SPH particles at z = 0.3. The temperature of SPH particles
is calculated in the post-processing step of GADGET-2 using CITE.
Red and blue points indicate the T'— A scatter plot for Z = 0.0Z
and Z = 0.1Z; respectively. For Z = 0.1Z,, the enhanced cool-
ing rates due to metals are included from cooling tables given by
Wiersma et al.| (2009). As expected, the temperature of SPH par-
ticles for higher metallicity model is consistently lower by ~ 10
percent. . ...
Left and right-hand panels show variation in flux PDF and PS
(for observed spectra at z = 0.2) with uncertainty in continuum
respectively. Fuunorm and F..¢ are unnormalized and continuum
flux respectively. 0F.. indicates 1o uncertainty in continuum
flux. Due to continuum uncertainty the flux PDF is affected more

as compared toflux PS . . . . . .. ... 0L
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5.13

5.14

5.15

Each panel is same as explained in Fig. [5.10] except that the Ly«
forest in the redshift range z = 0.4 £ 0.05 is contaminated by Ly
forest from high redshift (z = 0.6). Comparison of the bottom row
in Fig. [5.10| (without LyfS contamination) with this plot shows
that the I'jy constraints are underpredicted (at z = 0.4) when

Ly/ contamination is not taken into account. . . . . .. .. ...

Constraints on I'js from CDDF in four different redshift bins. The
left-hand panels show the observed CDDF and CDDF from the
simulation using the best fitted I'y5, i.e., I'12 corresponding to the
minimum reduced x?, in different redshift bins (given in green box).
The gray shaded region shows 1o errorbar on the model CDDF
(calculated from mock samples). The errors on observed CDDF
(red line with errorbar) are obtained assuming poisson distribution
and are not considered for calculating the reduced x2. The right-
hand panels show the reduced y? as a function of the assumed
I'12. The black dashed vertical lines indicate 1o constraints on 'y
around the I'j5 where reduced y? is minimum. The shaded region
indicates 1o constraints on I'15 from flux PDF and flux PS given
in [Paper-I. The 1o constraints on I'y5 from CDDF are well within
those obtained using flux PDF and flux PS. The simulated Ly«
forest at z = 0.4 is contaminated by Lyf forest from z ~ 0.6 in
the same wavelength range to account for possible contamination

due to intervening H 1 absorbers (see section [5.5| for more details).

Same as Fig. except I'12 is constrained using a model with

Gaussian distributed by, see section[5.4.2.1, . . . . . . ... ...

liv



LIST OF FIGURES

5.16 Left-hand panel shows the I'15 constraint from joint x? analysis of
flux PS and flux PDF. The red diamonds show our I'{, constraints
using the simulated Ly« forest. The last (z = 0.4) bin is likely to
be affected by Lyf forest from H 1 interlopers at high redshift. The
blue open circle corresponds to the I'15 constraint using simulated
Ly« forest contaminated by Lyp forest at z = 0.6. A best fit
power-law to our measurements is also shown with green dashed
line. The scaling relation used by [Shull et al.| (2015) (black dashed
line), where they increased the I'15 evolution of HM12 by a factor
2, is also consistent with our measurements. However our I'y5 at
z = 0.1 is factor ~ 2.7 smaller than [Kollmeier et al.| (2014) (yellow
star). Right-hand panel shows the I'iy evolution from z = 0 to
2.5 from observations and different UVB models. The cyan and
orange shaded regions show evolution of I'y5 from KS15 UVB for
fese = 0 using Inoue et al.| (2014) and HM12 cloud distribution
respectively. The shaded region accounts for uncertainty in UV
spectral index @ = —1.4 to —1.7 at A < 912 A. Our results
(shown by red diamonds) are consistent with fes. = 0 for HM12 and
Inoue et al.| (2014) cloud distribution allowing for the UV spectral
index uncertainties. A constant fe. = 0 model (for different cloud
distribution and FUV spectral index uncertainty) is sufficient to
explain the evolution of I'1s from z = 0 to z = 2.5 (high-z points
are taken from Bolton and Haehnelt (2007) and Becker and Bolton
(2013))). All of these predictions use the QSO emissivity of KS15,

and no galaxy contribution. . . . . ... ... ... ... ... .. Ve
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5.17

5.18

In the left-hand panel black stars and blue circles with errorbar
show the evolution of I'yy from this work (CDDF) for a model
with turbulence (see section and without turbulence re-
spectively. Red diamonds with errorbars show the I'i5 evolution
from [Paper-I| (using flux PDF and flux PS). For visual purpose the
points are shifted along x axis. The blue dotted and red dashed line
shows scaling relation for I'j5 evolution from this work (for model
without turbulence) and Paper-I. Within 1o uncertainty the I'j5
evolution from this work (for both models with and without tur-
bulence) is consistent with that from [Paper-I. The errorbars on I't5
evolution given in |Paper-I are more realistic as they account for
cosmic variance, cosmological parameter uncertainty, continuum
fitting uncertainty. In the right-hand panel black stars, blue cir-
cles and red diamonds with errorbars are same as given in left-hand
panel. Our derived I'15 at z ~ 0.1 is lower by factor ~ 2.7 than
that of K14/ (shown by yellow star) but is in 1o agreement with
S15 (green dashed line). The derived 'y evolution is consistent
with Khaire and Srianand| (2015a,b)) UVB model (shown by gray
shaded region) where the UVB is contributed only by QSOs.

Comparison of observed CDDF obtained using VIPER (red circles),
from Danforth et al.| (2016, blue squares) and |Kollmeier et al.
(2014} black stars) at 0.075 < z < 0.5. At log Ng; > 13.6 (which is
also completeness limit of the sample), the CDDF from Kollmeier
et al. (2014)) is consistently lower than our CDDF and |Danforth
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1 Introduction

According to our current understanding, the universe was extremely hot, dense
and composed of soup of elementary particles (electrons and ions collectively
known as baryons) tightly coupled to photons (see Fig. . At early times the
photons were scattered by these electrons to give a spectrum close to that of a
blackbody in the early universe (Dicke et al.|[1965; Penzias and Wilson| [1965).
As the universe expanded, the density of the universe dropped and photons were
scattered less frequently. The decoupling of photons from baryons allowed the
elementary particles to combine and form neutral hydrogen (H 1) and helium
(He 1). As a result, photons eventually could propagate freely to the observer
from the surface of “last-scattering”. This important milestone in the history of
the universe is known as “epoch of recombination”.

Today, we see the all pervading radiation from the epoch of recombination
in microwave regime of the spectrum and is commonly known as “Cosmic Mi-
crowave Background (CMB)” (Dicke et al. 1965; Hinshaw et al. 2013; Komatsu
et al.|2011; Mather et al.|[1994; Penzias and Wilson|[1965; Planck Collaboration
et al. 2014, 2016). The temperature map of the CMB suggests that the initial
density field was non-uniform with an amplitude of fluctuation ~ 107 (Komatsu
et al. 2011; Mather et al||1994; Planck Collaboration et al. 2016)). After the
recombination, the universe cooled below few thousand degree due to adiabatic
expansion and entered a ‘dark age’ in which the universe was filled with CMB
photons, dark matter particles and mainly neutral gas (baryons). The slightly
overdensed regions in the initial density field started to grow via gravitational
instability.

Primordial nucleosynthesis is expected to produce very little heavy elements,

hence the baryonic content of the universe during the dark ages mostly consists
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of Hand He (H / He ~ 1/12 by number). The recombination process requires the
encounter of an electron with a proton. With the expansion of the universe, the
rate of recombination is expected to decrease as the number densities of electrons
and protons are reduced by recombination. The number of free electrons is frozen
when the recombination rate becomes much lower than the expansion rate. These
residual free electrons (ionization fraction X, ~ 1072 — 107°) could in principle
act as a catalyst for the formation of molecular hydrogen which may be the main
source of cooling for formation of first generation luminous objects like population
[T stars (Bromm and Larson 2004; |Ciardi and Ferrara |2005; Loeb and Barkana
2001).

Inflation

h Dark ages 4\ ’/Reionized universe —

Primordial
fluctuations

okt L Rejonization—
Cosmic microwave

background

Figure 1.1: Schematic diagram illustrating the evolution of the Universe in the
standard bigbang cosmology. The early Universe was extremely hot, dense and
composed of soup of elementary particles tightly coupled to photons. The pho-
tons decoupled from baryons at epoch of Cosmic Microwave Background (CMB).
The primordial fluctuations in the early Universe started to grow via gravitational
instabilites during the cosmic dark ages. The cosmic dark age ended when some
perturbations in the cosmic density field evolve into the nonlinear regime and col-
lapse to form stars and galaxies. The photons from these young stars and galaxies
photo-ionized the IGM. (Image credit: Faucher-Giguere et al.|2008a))

The ‘dark age’ is expected to end when some perturbations in the cosmic

density field evolve into the nonlinear regime and collapse to form objects like



stars and galaxies. There was also a significant amount of diffuse and clumpy gas
around galaxies that failed to be a part of galaxies. This all-pervading gas that
is not associated with galaxies is known as the intergalactic medium (IGM). On
the other hand, the diffuse and clumpy gas directly associated with galaxies but
not locked in stars is called as “Interstellar Medium” (ISM). The IGM is a crucial
ingredient of any theory of galaxy formation and evolution because by definition

all the baryons were part of IGM during dark age.

The first generation of stars (population III stars) are expected to be massive,
short lived and copiously emitting ultra-violet (UV) photons. The UV photons
from these population III stars in early galaxies ionized the surrounding H T,
He 1 to H 11, He 11 respectively (ionization potential of H 1, He 1 is 13.6 eV,
24.6 eV respectively). As the time progressed, these bubbles started to grow and
eventually overlapped with each other to fill the entire universeﬂ This is the first
major phase transition (after the epoch of recombination) in the universe known
as “Epoch of Reionization” (Barkana and Loeb| 2001; |Choudhury and Ferrara
2006} [Ciardi and Ferrara 2005} [Furlanetto et al.|[2000; [Loeb and Barkana) 2001}
Morales and Wyithe|2010; |Zaroubi| 2013, EoR). Since the ionization potential of
He 11 is high (E' ~ 54.4 eV), the energy of UV photons from stars is not sufficient

to completely ionize the He 11. However, the process of blackhole accretion in
Quasi Stellar Objects (QSO) emit the photons at £ > 54.4 eV. Since it takes
some time to build the sufficient QSO population in the universe, the epoch
of complete ionization of He 11 is separated from H I reionization. At present,
observations suggest that H 1 and He 1 are completely ionized at z ~ 6
et al.|[2001; Bolton et al.|2011} [Fan et al|[2001} 2006} Khaire et al.|[2016; Madaul
et al|1999; |Planck Collaboration et al.2016; Robertson et al.|2010) whereas He 11
reionization is completed around z ~ 3 (Kriss et al.[2001} |Shull et al.|2010, 2004}
‘Worseck et al.||[2014]).

The temperature of the low density gas in the IGM is expected to increase

during the reionization processes because of photoheating (Becker et al.[2011}
Hui and Gnedin 1997; Lidz et al. 2010 [Schaye et al. |[2000). Subsequently at
later epochs, the IGM is maintained at a highly ionized state by the ultra-violet

!Some of the highly overdense regions still remain neutral due to self-shielding.
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background (UVB). This UVB is contributed by radiation from QSOs and stars
in galaxies (see for example, Fardal et al.|[1998; Haardt and Madau|[1996; Khaire
and Srianand| 2015a; Miralda-Escude and Ostriker| 1990; [Shull et al.[[1999)). Thus

thermal and ionization state of the IGM is closely related to nature of ionizing

sources. The IGM also has signatures of various feedback processes associated
with the galaxy formation in the form of presence of metals (elements heavier
than He), thermal history etc. Furthermore the matter distribution in the IGM
traces the cosmic density field on large scale (Bi[1993; Bi and Davidsen|[1997}
ket al][1992; [Choudhury et al|2001} [Croft et al.|[1997, 1998} [Miralda-Escudé et al.|
1996)). Thus the IGM is imprinted with rich information of the cosmological initial
conditions and the astrophysical processes that occurred after the formation of
large scale structures (McDonald et al. 2000, 2005; Penton et al. 2000; [Phillips
let al|2001; [Seljak et al|[2006; [Shull et al.|[2012; [Storrie-Lombardi et al.|[1996}
Tegmark et al|2004; [Viel et al| 2009} [Viel and Haehnelt| 2006} [Viel et al.|[2000],
2001).

The absorption line features seen in the spectra of luminous distant QSO are

one of the most sensitive tools to study the physical conditions prevailing in the
IGM (Croft et al./[1998; Gunn and Peterson [1965; Weinberg et al./1998). The

QSO absorption spectroscopy has several advantages (Khare2013):

o It is highly sensitive to the absorption by even the low density gas and a

good probe of the cosmic density field in the mildly non-linear regime.

It probes thermal, chemical and ionization state of the IGM along the sight-

line.

o It covers large redshift range and allows to study the redshift evolution of

the physical properties of the IGM.

o It allows to study the kinematics of the gas i.e., inflow or outflow of the gas

associated with the galaxies.

o If the QSO sightline passes through the environment of galaxy, one can
study the connection between ISM and the IGM.



« It also allows one to study the properties of the background QSO itself such
as intensity of ionizing radiation from QSO, anisotropies in the density field

around QSOs and radiation field of the QSOs etc.

Despite its numerous advantages, QSO absorption spectroscopy suffers from fol-

lowing limitations,

o It depends on the brightness of background source. Faint QSOs are difficult
to observe at high spectral resolution. Also one may avoid dusty sightlines
that have important clues on galaxy evolution due to the way QSOs are

selected based on their colors. This limits the sample size.

o Since QSO absorption spectroscopy probes the IGM along a sightline, it
contains information about the medium along the pencil beam. Thus the
connection between QSO absorption systems and 3D distribution of cosmo-

logical density field (or with galaxies) is not straightforward.

However, with upcoming 30 m class telescopes (Skidmore et al. 2015), it would
be possible to obtain spectra from not only faint QSO but with faint galaxies as
background source. Since number density of galaxies is much more than QSO,
it will also be possible to sample the region densely enough in the longitudinal
direction to study the absorption systems in the global context. This will allow
one to construct the 3D H 1 map (known as IGM tomography) from Ly« for-
est. Hence some of the above mentioned limitations can be circumvent by next

generation telescopes.

1.0.1 QSO absorption spectra

The ground state electronic transitions (1s state) of H 1 are important as they
have potential to trace the H 1 distribution in the IGM. Of particular interest,
the transition of electron from n = 1 state to higher excited state by absorption
of photon, commonly referred as Lyman series transitions, are important. The
allowed Lyman series transition of H 1. 1s — 2p, 1s — 3p, 1s — 4p, 1s — bp,
are known as Lya, LyfB, Ly, Lyd transition respectively. These transitions are

resonant transitions. The Ly« transition is the strongest transition in Lyman
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Table 1.1: Specifications of H 1, He 1 and He 11 Lyman series transition

Line Transition Rest Oscillator QM Damping
Wavelength (A) | Strength (f;;) | constant (I in s71)

HiLya | 1s—2p 1215.6701 0.416 6.265 x 10°
Hi1 Lyg 1s — 3p 1025.7223 0.079 1.897 x 108
H 1 Lyvy 1s — 4p 972.5368 0.029 8.127 x 107
H1 Lyo 1s — 5p 949.7431 0.0139 4.204 x 107
H1 Lyw 1s — 6p 937.8035 0.0078 2.450 x 107
Her1 Lya | 1s — 2p 584.334 0.285 1.799 x 10°
He1 LyB | 1s— 3p 537.0296 0.0752 5.663 x 10®
He 1t Lya | 1s— 2p 303.7822 0.416 1.003 x 1010
He1r Lys | 1s — 3p 256.317 0.079 2.667 x 10°

series. Table summarizes specifications of the Lyman series transition for
H 1, He 1 and He 11 (Verner et al.[1994)). The rest wavelength, oscillator strength
and quantum mechanical damping constant (I in s7!) is given in column 3, 4,
and 5 respectively. In this work we denote H I Lyman series transition simply as
Lya, Lyp etc. Similarly, He 11 transitions are referred to as He 11 Lya, He 11 Lyf
etc. The absorption features produced by these species are commonly observed
in QSO absorption spectra.

Figure shows a typical QSO absorption spectrum towards a QSO HE2347-
4342 obtained using VLT telescope. The peak in the flux at wavelength A =
4725 A (emission redshift z., = 2.885) corresponds to Lya emission from the
QSO. The absorption features blueward of the emission wavelength are produced
by the absorption of Lya photons by intervening H 1 gas between observer and
QSO. These absorption features are collectively known as Ly« forest. The intrin-
sic emission from QSO, that is if there was no absorption by the intervening H 1,
is shown by magenta line (also known as continuum fit to the QSO). The region
enclosed in black dashed vertical line in the top and middle panels is enlarged in
the middle panel and bottom panel respectively which shows that the Ly« forest
consists of many absorption features blended together.

Occasionally, the sightline also passes through the dense H 1region. Figure|l.3
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Figure 1.2: A typical example of Ly« forest absorption towards QSO HE2347-
4342. The emission redshift of the QSO is zey, = 2.885. The continuum fit to the
QSO is shown by magenta line. The region enclosed in black dashed vertical line
in top and middle is enlarged in middle panel and bottom panel respectively. One
can see that Ly« forest consists of many absorption features isolated or blended
together. Note that we have normalized the flux by continuum in the middle and

bottom panel.

shows a typical QSO absorption spectrum towards a QSO PKS0454+039 obtained
using Faint Object Spectrograph (FOS) on board Hubble Space Telescope (HST).
The redshifted Lya emission (at ze, = 1.34) of the QSO is marked by black
dashed vertical line. In addition to Ly« forest, this sightline also contains two
strong absorbers, (i) damped Ly« absorber (DLA) at z = 0.86 and (ii) partial
Lyman limit system (LLS) at z = 1.15, such that they can absorb the H 1
ionizing photons. The complete absorption of H 1 ionizing photons in DLA
produces the break at A = 912 x (14 z) = 912 x 1.86 ~ 1700 A. In contrast, the
column density of H 1 in partial LLS is not sufficient to completely absorb the
H 1 ionizing photons. Hence a partial break is produced by the partial LLS at
A =912 x 2.15 ~ 1950 A. The DLA system also produces a range of metal line
absorption in the spectrum as an example CIV absorption system is marked in

the figure.
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Figure 1.3: Typical example of absorption spectrum towards QSO PKS0454+039
obtained using Faint Object Spectrograph (FOS) on board Hubble Space Telescope
(HST). The Lya emission of the QSO at A\ = 2844.66 A is indicated by black dashed
vertical line which corresponds to the emission redshift ze;, = 1.34. The two strong
absorbers at z = 0.86 and z = 1.15 are examples of damped Lya absorber (DLA)
and partial Lyman limit system (LLS) respectively. The DLA produces the break
at A\ = 1700 A corresponding to complete absorption of H I ionizing photons.
Whereas, partial LLS produces the partial break at A = 1950 A because H 1
column density is not sufficient to absorb all H I ionizing photons. The DLA also
produces the metal line (C 1v) absorption systems redward of Ly« emission. The
common absorption features seen blueward of Ly« emission is known as Ly« forest
(figure similar to |Charlton and Churchill [2000]).

1.0.2 Physical properties of absorber and absorption line

profile

Let us assume that the electron in an atom absorbs the photons of energy hvy
such that two energy levels are sharply defined (i.e. neglecting uncertainty prin-
ciple for the time being) Ey — Ey = hre. The line profile function for an observer
in the frame of an absorbing atom is given by (refer to Draine 2010; Mo et al.
2010, for more details),

O(V) = §(Vobs — 112) (1.1)
But according to uncertainty principle each energy level E; has a spread of energy

AFE; due to the finite lifetimes of this level. The natural line broadening parameter

in the rest frame of atom is given by Lorentzian,

L(Vobs) - e f12 (F/47r )

me C (C/47)2 + (Vops — 112)? (1.2)

where I' is quantum mechanical damping constant listed in Table [L.1]



In a gas at kinetic temperature 7', individual atoms are in random motion
away from or towards the observer. Consider ensemble of such atom that are
constantly in motion e.g. due to thermal motion. The line profile function for an

observer in this frame is given by,
O(V) = 0[Vops — v12(1 +v/c)] (1.3)

if atom is moving towards source v > 0, if atom is moving away from source
v < 0. The velocity distribution along sightline, f(v) dv, for such a system can

be given by Maxwellian distribution as,

2kpT 1/2 mev?
f(v) dv = <7rme> exp 2T dv

2 — 21:5T (1.4)
f(v) dv = \/_bexpl Y ] dv

In presence of thermal broadening, the net profile is convolution of Lorentzian

profile with Gaussian profile due to thermal broadening given by,

Ic

U(Vobs) = \/7_Tb V(t B A) (1 5)
7T€2f12 '
where, [ =
Me CV12

For Lya absorption, I = I, = 4.45 x 107!® c¢m?. The quantity V(¢; B, A) is
Voigt function given by,

A T exp(—t?)

with,
B cI’

47Tl/12b (17)

C V— 19
B=-
b V12

The Voigt function can also be expressed as a real part of “Faddeeva function”

W(x + iy). The Voigt function is easy to implement using wofz function in
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python’s scipy package. The optical depth (7) of the Ly« absorption is related

to absorption cross-section as,

T = 0(Vps) / nar dl = 0(Vops) Nur (1.8)

where Ny is H 1 column density and we have assumed that the absorption cross-
section does not depend on the path length. The transmitted Lya flux F =

exp(—7) is an observable quantity.

1.4 T T T T T
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Figure 1.4: Illustration of absorption line profile for H 1 Ly« line (log Nyp =
18.2 and b = 35 kms™!). The Voigt profile (blue solid curve) is convolution of
Gaussian profile (due to thermal motion of atoms) and Lorentzian (due to quantum
mechanical finite lifetime of energy state). Figure shows that the center of the
absorption line profile is dominated by thermal broadening (red dashed line). The
difference (mainly in the wings) between the Voigt profile and Gaussian is due to

the Lorentzian profile.

Fig. shows contribution of Gaussian and Lorentzian to the Lya flux
calculated using Voigt function. The center of the absorption line profile is mainly
dominated by Gaussian while the wings are dominated by the Lorentzian profile.
The Ly« forest, LLS and DLA discussed in the previous section are usually
defined as the absorption systems with Nyj/cm=2 < 10172, 10172 < Nyy/em ™2 <

10



10%%3 and 10%3 < Npp/cm™?2 respectively. But as evident from the Fig. [1.2]
the Lya forest is composed of many absorption features. Naturally the question
is how are these continuous absorption features produced in QSO absorption

spectra?

1.0.3 Gunn-Peterson Effect

Consider a photon of frequency v, emitted from QSO at redshift z.. The observed
frequency of the photon (if not absorbed) at earth is vg = v, /(1+2.). This photon
passes through IGM and is absorbed by H 1 at redshift z. The Ly« absorption
cross-section for this photon is given by,

me f

e

olv(1+ 2)] = dlro(1+ 2)] (1.9)

where e, m,, ¢ is charge on electron, mass of electron and speed of light respec-
tively. f = 0.4162 is upward oscillator strength for the transition. @[vo(1 + z)]
is the normalized profile function ([ ¢(r)dv = 1) and is expressed in the form of
Voigt function Eq. Assuming that the profile function is sharply peaked at
Ly« resonant frequency we can write,

welf

e

oln(l+2)] = glvo(1+ 2) — vy (1.10)

where v, is laboratory frequency of the Ly« transition. The Ly« optical depth

at observed frequency is given by,

ki dl
T:/U[V0(1+z)] nur(z) 7 (1.11)
0
where dl/dz = cH '(2)/(1 + z) is the line element in Friedmann-Lemaitre-

Robertson-Walker (FLRW) metric, H(z) is Hubble parameter at redshift z (see
Appendix for definitions). The Lya optical depth can then be written as,

T =

Wlec]E{ ()

Me C vo(1 4 2) H(z) } glo(l+ 2) = va] d[(1 + 2)u]

The function g is strongly peaked at zero, its width depend on kinetic temperature

of the gas. Even if we take temperature of 10° K, the corresponding velocity width

11
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is 60 kms~'which is small as compared to redshift range. Thus we can take the
term in braces out of the integral evaluated at (1 4+ 2) = v,/vg. The integral
would be 1 because it is like dirac delta function. The Lya optical depth under

this approximation (known as Gunn-Peterson optical depth) is given by,

e foenm(z)

mec vy H(2)

cnm(2)
H(z)

=1, (1.12)

The above equation can be rearranged to give H 1 neutral fraction at redshift z

as,
nur(2) H(z)1gp
fur = = = —
nu(2) cl,my(2)
3.241h x 10718 B(2) 7¢p
fn = 10 —18 -7 3 (1.13)
3 x 1010 x 4.45 x 10718 x 2 x 1077 x (1 + 2)

fin = 1214 x 10 7¢p h E(2) (1 +2)7°
TGP — 8.237 x 103 fHI h_l E(Z)_l (1 + 2)3

where E(z) is defined in Appendix [1.7.1] (see Eq. [L.50). In a homogeneous and
expanding Universe, the above equation is applicable to all the wavelengths blue-
ward of QSO Ly« emission redshift. If we assume that the universe is completely
neutral between z = 0 to 6, the Gunn-Peterson optical depth is 7¢p ~ 9 x 103 or
Lya flux F' = e 7¢? ~ 0. Thus one should see an absorption trough blueward of
QSO emission redshift at z < 6. This effect is known as “Gunn-Peterson effect”.
However, as shown in Fig. and Fig. [I.3] the transmitted Lya flux is non-
zero at z < 6. The observations of Ly« forest suggests that the effective optical
depth (7. = — In(e™7), angle brackets indicate average along different sightlines)

strongly evolves with redshift as (Fan et al.|2006]),

14 ) 23503
Tot = (0.85 £ 0.06) x (5) for 2 < 5.5 (1.14)

This suggests that the fraction of neutral hydrogen in the Universe must be
smaller than 107 at 2 < 6. In other words, the Universe is highly ionized at
z < 6. At present, we think that the Universe is predominantly ionized by

photons coming from young stars, galaxies and QSO.

12



1.1 Models of Ly« forest

1.1 Models of Ly« forest

Since the discovery of Ly« forest over the large redshift range, many models have
been proposed for the existence of Lya forest. Any model of Lya forest should
address the question: how these systems are sustained over the history of the
universe? The early models treat Lya forest to be consists of discrete clouds of
gas either supported by pressure in hot medium or gravitationally confined in
dark matter halo (for more details see Mo et al.[2010]).

e Pressure confinement model: The observations of Ly« forest at z > 2
suggests that the temperature of IGM is ~ 10* K (from doppler b parameter
~ 13 kms™!). One postulation was that Ly« clouds are dense, cooler clouds
confined by pressure in hot, ambient and tenuous medium all pervading in
IGM. This model was partially motivated by the observations of hot X-ray
background at that time (lkeuchi and Ostriker| 1986; Ostriker and Cowie
1981} |Ostriker and Ikeuchi|1983; [Sargent et al.[1980). Absorption lines with
different column density in Ly« forest corresponds to range of cloud masses.
In this model, the massive clouds are Jeans-unstable whereas very small
clouds are evaporated by heat conduction. However, pressure confinement
model has three main problems (i) recent observations suggests that the
X-ray background is contributed by discrete source as compared to diffuse
hot medium as required for this model, (ii) the column density of H 1 varies
from 10 < Nyr/em™2 < 106, Such a wide range in Ny, requires 9 orders
of magnitude cloud mass range or a factor ~ 100 change in pressure and (iii)
the correlated Ly« absorptions in sightline towards double QSOs shows that
absorber sizes are over 100 kpc which constrained their densities (ny) to be
very low, resulting in a high ionization fraction from photoionization. These
effects are difficult to realize in pressure confinement model. Although failed
to explain Lya forest, this model is important because cold, dense clouds in
the halos of galaxies may have formed via local-instabilities and in pressure
equilibrium with hot gas in halos (Mo and Miralda-Escude|/1996).

o Gravitational confinement model: Since the large scale structures in

the Universe are formed via gravitational instability around initial density

13
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peaks. Melott| (1980) and Black (1981) proposed that the Ly« clouds are
confined by gravity. However the Ly« clouds could not be self-gravitating
because such clouds are unstable in the presence of effective cooling. The
model suggested that Lya clouds are hosted by ‘mini halos’ where the
potential is not enough to cool the photo-ionized gas (T ~ 10* K, b ~
13 kms™!) but sufficient to prevent the photo-ionized gas from escaping
(circular velocity of the mini-halos, v., are ~ 30 kms™', [Ikeuchi [1986}
Rees| [1986)). This model was successful in explaining wide range in Ny
due to large density gradient, evolution in number density of absorber and
shape of H 1 column density distribution function. Although successful,
the mini halo model is an oversimplification of hierarchical clustering where

collapse is highly non-spherical forming sheets, filaments and nodes.

e Density field fluctuations model: In hierarchical structure formation
scenario, in which low mass object collapse first and high mass object later,
the Universe at any given epoch consists of dark matter halos, sheets, fila-
ments and structures with density in mildly non-linear regime. Any sight-
line passing through these structures can produce QSO absorption systems
if neutral gas column density is sufficiently high (Bi1993; Bi and Davidsen
1997; Bi et al.[|1992; Choudhury et al. 2001} |Croft et al.|1997). Thus instead
of treating Lya absorbers as discrete clouds, this model suggests fluctua-
tions in cosmic density field as origin of Ly« forest. This model has been
very successful because physics at these densities is relatively simple, model
prediction can be worked out in details and are consistent with observa-
tions. In the next two section, we are going to derive the basic formalism
of this model.

1.2 Ly« forest as fluctuations in Optical depth

In hierarchical structure formation model, the Lya forest (see Fig. is shown
to arise from fluctuations in the optical depth along a sightline (Bi/1993; [Bi and
Davidsen! 1997}, [Bi et al.|[1992; (Choudhury et al.| 2001} |Croft et al./[1997] [1998}
Meiksin|2009; Miralda-Escudé et al.|[1996]). To elaborate this, consider a sightline
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1.2 Lya forest as fluctuations in Optical depth

passing through the cosmic density field. Let x be the comoving co-ordinate along
the sightline. The optical depth at an observed frequency v, produced by the

Lya absorption from the intervening H 1 gas can be written as,

dz

T(Vobs) = /OOO nHI(x) ULya(V) m (1.15)
V = Vobs(1 + 2) + Vobs(1 + Z)vrix) (1.16)

where nyi(x) is number density of neutral hydrogen, o,,(v) is Lya absorption
cross-section at frequency v given by Eq. [I.5and z is redshift of the Ly« absorber
which is related to the comoving co-ordinate. The first term on the right hand
side of Eq. corresponds to Hubble expansion where as second term represents
Doppler shift in frequency due to peculiar velocity, v,.(x), of Lya absorber.

The IGM can be assumed to be in photoionization equilibrium with UVB
(Choudhury et al. [2001; Theuns et al./[1998b; Weinberg et al. [1998). This is a
good approximation as time scales of radiative processes are smaller as compared
to dynamical and Hubble time scales (see Appendix [1.7.2]and [1.7.3)). Under this

assumption we can write,

neny a(T) _ ey ofT)
FHI FHI

nH1 =

(1.17)

where I'yr is H T photoionization rate, n,, n. number density of proton and elec-
tron respectively, «(7T) is recombination rate coefficient that in general depends
on temperature and p, = (4 — 2Y)/(4 — 3Y) is mean molecular weight of the
electrons with ¥ = 0.24 is helium fraction by mass. For the second equality,
we assumed that the number of free protons are contributed mainly by H 1 i.e.,

n, ~ ny and is given by,

O h2 12195 1-Y

=155%x 107" ecm ™3 (1 3A
i X107 em (1 +2)" AN Goo0s < X T 0.2

(1.18)

where we used Eq. , cosmological parameters given in Table (1.3 u, = 4/(4 —
3Y’) is mean molecular weight of baryons.

Fig. summarizes the dependence of cosmological and astrophysical pa-
rameters on the modeling of the Ly« optical depth. It is evident from Fig. [1.5]

Eq. to Eq[I.1§ and Eq. to Eq. that the Lyo optical depth can be
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1. INTRODUCTION

calculated if we know the line of sight (i) overdensity field (A), (ii) peculiar veloc-
ity field (v,), (iii) temperature field (7") and (iv) ionization correction. Note that
the transmitted Lya flux F' = exp(—7) is a observable quantity. Thus modeling

of the Ly« forest involves the estimation of these fields from the simulation.

Cosmological Astrophysical
Parameters Parameters

Slope of Equation HI Photoionization
of State (y) rate (I'y)

\ 4
Mean IGM
Temperature (T,)

Dark Matter and
Baryon density field

Y \ 4 \ 4
Dark Matter and Temperature Field
Baryon velocity field T=T,A?
5 /
i —)[Ionization correctionj(—
\ 4 \4 v

Lya cross-section e
Voigt Profile [ ny, density field

—)[Lyot Optical depth ('t)j(—

Y

Transmitted Lya Observation
Flux = exp(-1) Lya Flux =1/ 1,
~——

Figure 1.5: Flow chart showing the dependence of cosmological and astrophysical

parameters on modeling of the Ly« optical depth.

1.2.1 Temperature evolution of the IGM

The estimation of the IGM temperature is crucial in accurate modeling of the
Ly« forest. The IGM temperature has 3 important effects on transmitted Ly«

Aux.

1. The higher temperature of the IGM broadens the absorption line profile
through doppler broadening (see Eq. .
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1.2 Lya forest as fluctuations in Optical depth

2. The recombination rate coefficient (v oc 77976 for Case-A which is good
for optically thin gas) depends on the IGM temperature (see Eq. [1.17]). The
larger the temperature fewer the recombinations and hence highly ionized

IGM.

3. The temperature of the IGM also affects the shape of the density field due to
finite pressure of the gas. In general, density field in hot IGM is smoother as
compared to cold IGM (Gnedin and Huil|1998; Kulkarni et al.|[2015; Peeples
et al.|2010).

The temperature evolution of the IGM is governed by various cosmological and
astrophysical processes in the Universe. The basic temperature evolution equa-
tion of the IGM is given by (Hui and Gnedin!|{1997),

d—T:—QHTJrg% ClTshoek+ T dy; X, 2 dQ
dt 3A dt dt > X odt 3kgny dt

(1.19)

The first three terms on the right hand side represent, respectively, the rate of
cooling due to Hubble expansion, adiabatic heating and/or cooling arising from
the evolution of the densities of gas particles and the change in temperature
because of shocks due to structure formation. The fourth term on the right hand
side represents the change in internal energy per particle arising from the change
in the number of particles. The last term accounts for the radiative heating
and cooling processes. The last two terms in Eq[T.19 depends on the ionization

fraction and requires to solve the ionization evolution equation of the IGM.

1.2.2 Ionization evolution of the IGM

Consider a primordial composition of IGM gas exposed to extragalactic UVB
(see Appendix for more details) which is assumed to originate from QSO
and/or young galaxies. The main heating source for the gas is photo-ionization
in which excess energy of photons is carried away by electrons as kinetic energy.
The primary cooling processes relevant for IGM are two body interaction in which
gas loses its energy by radiation. It is safe to ignore the three body interactions
in IGM as the densities of gas under consideration are too low. The interaction

of free electrons with CMB photons, collision between atoms and radiation from
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accelerated electrons can allow the gas to cool down by Compton, collisional
and Bremsstrahlung cooling respectively. The cooling rates for various radiative
processes can be calculated for a given temperature. The cooling rates are usually
expressed in terms of cooling function defined as (Katz et al. [1996; Sutherland
and Dopita//1993; [Weinberg et al.||1997)),

AT) =

(2
o (1.20)

where % is the total cooling rate per unit volume and ny is number density of total
H. The unit of ¢ is ergs cm ™ s™! whereas, unit of A(T) is ergs cm® s™'. Note that
for optically thin gas, A(T) is independent of gas density. The radiative cooling
function can be calculated by summing the cooling rates given in Appendix
(see Table[1.4] [Katz et al|[1996; [Theuns et al|1998b).

€ = i ci(T, z,X) (1.21)

i=1
In order to obtain the cooling rates given in Table [I.4] we need to calculate
ionic abundances of hydrogen and helium. These abundances can be obtained by

solving the ionization evolution equations (Theuns et al.|1998b),

dHI1
T ot e HIT — HI (T + Tepr ne)
dHer
dte = (UHell Ne Hei1r — Her (F'yHeI + FeHeI ne) (122)
dHer11
dt = —agern Ne Helll + Hell (F'yHeII + Leten ne)

where I', I'ex and ax(7") is photoionization rate, collisional ionization rate and
recombination rate coefficient for specie X = [Hi, Hir, Her, Herr, Hertr] and symbol
x = [H1, Hir, Her, Herr, Hertl] in above equation corresponds to = n,/ng where
n, is number density of specie . The photoionization rate is usually obtained
from the UVB model that has contribution from QSO and/or young galaxies (see
Appendix for more details). The collisional ionization rates and recombina-
tion rates are given in Table (Theuns et al.|[1998b)).
The above equations are supplemented with closure conditions,
Hi+Hia=1
Her + Her1 + Herir = y (1.23)

Hit + Hel1 + 2Helll = ¢
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1.2 Lya forest as fluctuations in Optical depth

where y = Y my/[mu. (1 —Y)] is He abundance by number and my, mye is the
atomic mass of H, He respectively. Fig. shows the cooling rates as a function
temperature for primordial composition of gas under the assumption of collisional
equilibrium i.e., we set I';x in Eq. to zero. The cooling curve is dominated by
collisional excitation at 7" < 3 x 10° K whereas at T' > 10° K the Bremsstrahlung
cooling is dominant. This curve changes with metallicity (Sutherland and Dopita;
1993; Wiersma et al.[2009).

In the presence of photoionization, Eq. and Eq. can be easily solved
with initial guess value n, &~ ny. The relative abundances of the species depends
on density, temperature and UVB model. In addition to this photoionization
process injects thermal energy into gas, since free electrons carry excess energy.

The total excess energy per unit volume per unit time (ergs cm™2 s™!) injected

10—21

= 1 1 IIIIIII 1 T T g 1 g 1 1t H

- collisional ionization E

N --- recombination i

VO collisional excitation N

1 S e N e bremsstrahlung cooling 3

F — Total 5
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23
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Figure 1.6: Cooling rate as a function of temperature for primordial (H and He)
composition of gas in collisional equilibrium. The black solid curve represents total
cooling rate. The total cooling rate is dominated by collisional excitation rates at
low temperatures (T < 3 x 10° K) and by free-free emission at high temperatures
(T > 105 K).
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Figure 1.7: Net cooling rate as a function of temperature for primordial (H

and He) composition of gas in ionization equilibrium with HM12 UVB. Results

are shown for different overdensities as indicated in each subpanel. The blue and

red dashed line indicates cooling rate and the rate of heating by photoionization

respectively. The absolute net cooling rate is is shown by black solid curve.

in electrons from photoionization is given by,

I = (HI €HI + Hel €~Hel + Hen e,YHeH)/nH

(1.24)

where €,x is photo-heating rates for species X. In presence of photo-heating the
net cooling rate (|6’ — | /n%) is no longer independent of density. Fig. [L.7]shows
the net cooling rate (Ayet) as a function of temperature for primordial composition
of gas in ionization equilibrium with [Haardt and Madau| (2012, hereafter |HM12)
UVB for different overdensity given in each sub-panel. At T' < 10* K the photo-

heating of the gas is efficient. The net cooling rate follows the total photo-heating

rates of the gas. Whereas at T' > 10° K the net cooling rate follows the cooling

rates. The residual heating due to photoionization is sub-dominant at 7' > 103

K.
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1.2 Lya forest as fluctuations in Optical depth

The net heat gain (or negative heat loss, as given in 5 term of Eq. [1.19)) per

unit volume by the gas particles from the surrounding radiation field is given by,

Cilcf = A — € = Mot (T) 13 (1.25)

Thus it is straightforward now to calculate the 4™ and 5" term in the Eq.
and to solve for the temperature of the gas in IGM.

1.2.3 Temperature density (7' — A) relation in IGM

In general the temperature evolution equation (Eq. is non-trivial to solve
analytically. However, it is still possible to get the physical insight of the low
density IGM temperature by equating (heating - cooling) time or simply net
heating time (fpear) with Hubble time (¢gupbie [Theuns et al.|1998b). The net
heating time for gas at a temperature 7' is given by (see Appendix and
Theuns et al.| (1998b) for more details),
3kgT my
Theat =
20 p(1=Y)2(H - )
Theat = s
A(Ky T8 — K3T A1)

where kg, ¢ and p is Boltzmann constant, mean molecular weight and density of

(1.26)

the gas respectively. The factors K, K5, K3 depends on the redshift, cosmological
and astrophysical parameter as given in Appendix [I.7.5] The recombination rate
(for X = H 11, He 111) depends on temperature as ax oc 7~? (assuming 3 ~ 0.7
which is close to Case-A coefficient, 8 = 0.726, for optically thin gas). Equating

net heating time with Hubble time (i.e., theat & taubble) and rearranging the terms

gives,
_1
T — l KZ tHubble ] o Aﬁ (127)
Ky + K3 taupble
T =Ty A" ! (1.28)

where Ty is mean IGM temperature i.e., temperature of the IGM for mean cosmic
density (A = 1) and ~ is known as slope of T'— A relation. Parameters Ty and ~y
are usually known as thermal history parameters. Thus it is clear from Eq. [T1.2§]
that the low density IGM follows a power law T'— A relation. Typically at z ~ 6
one can show that 7 ~ 10000 K and v ~ 1.6.
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1.2.4 Effect of reionization on thermal history parame-

ters: Qualitative approach

The temperature of the IGM during reionization process is determined by the
neutral fractions (nyr, nyer during H 1 reionization and nyep during He 11 reion-
ization). In particular the excess energy per unit volume per unit time injected
in electrons due to photoionization depends on nyp, nge and nyerr (see Eq. .
It is relatively simple to calculate the energy injected in the IGM by H 1 pho-

toionization as follows (Hui and Gnedin||[1997)),

[ An J, om (hyv — hpvm) %
Ey="— (1.29)
J 4 J, om %
VHI1 P

where J,, our, var and hy, is the specific intensity of the surrounding radiation field,
photoionization cross-section of H 1, frequency of H I photoionization and Planck
constant respectively. Using J, = Jy v~ and op; = 0o v 3, it is straightforward
to show that,

B = hP;HI (1.30)

The corresponding temperature of the IGM (assuming «,, ~ 1) due to photoheat-

ing from H 1 photoionization is,

T, — EJ o hpI/HI
I R
p | kg (1.31)
13.6 x 1.602 x 10~19 '
Ty = 22 i ~ 17500 K.

9x1.38 x 1023

For a given uncertainty in a,, = 1.0 to 1.41, the IGM temperature varies from
T ~ 15000 K to 20000 K.

Prior to H 1 reionization the temperature of the IGM is close to ~ 100 K
(CMB temperature). Although the IGM is heated to ~ 20000 K during H 1
reionization, the temperature of the IGM at z ~ 6 (where H 1 and He I reion-
ization is completed) is ~ 10000 K due to cooling from Hubble expansion and
inverse Compton scattering (see previous section). The He II reionization is quite
separated (z ~ 3—4) from H 1, He I reionization as QSO population at z ~ 3 —4
is sufficient to ionize He 11 (E ~ 54.4 e¢V). Note that prior to He 1I reionization
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1.2 Lya forest as fluctuations in Optical depth
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Figure 1.8: Schematic diagram showing the effect of residual photoheating during
He 11 reionization on thermal history parameters 7p and . Due to the density in-
dependent heating of the IGM during the reionization, the mean IGM temperature
increases (by 07r ~ 10000 K) and 7' — A relation becomes flat (y ~ 1.3).

the IGM temperature is ~ 10000 K and during He II reionization (similar to H 1
reionization) the IGM may be heated to ~ 20000 K. It is interesting to see the ef-
fect of such a increase in temperature (07g ~ 10000 K) during He 11 reionization
on the slope of T' — A relation.

Let us assume that the photoheating during He 11 reionization is independent
of density. In this scenario, in addition to rise in temperature of the IGM, the
T — A relation becomes flatter (v ~ 1.3 [Puchwein et al.[|2015). This is illustrated
in Fig. [I.§ where blue solid line shows the T'— A relation before He II reionization.
Consider two gas particles on this line with (log Ay, logT7) and (log Ag, log T3).

The slope of the T' — A relation in this case is given by,

_ logTs —logTy  1log 20000 — log 5000
~logAy —logA;  0.5—(—0.5)

v—1 = 0.602 (1.32)

During He 11 reionization the temperature of both the particle is increased
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by the same amount d7g = 10000 KE] These two particles move to new location
(log Ay, log(T1+0TR)) and (log Asg, log(To+ TR )) and attains new T'— A relation
shown by red dashed line. The slope of new T'— A relation is given by,

1= log(Ty + 0Tw) — log(Ty + 6Tr)  log 30000 — log 15000

= 0.301 (1.33

v —
Thus for a density independent photoheating during He 11 reionization the am-
plitude of T'— A relation increases where as slope decreases (i.e. T'— A relation
becomes relatively flatter).

Since parameters such as H 1 photo-ionization rate (I'yr) and thermal history
parameters (Tp, v) depends on astrophysical processes dominated during reioniza-
tion, it is important to measure these parameters from observations to constrain

the reionization history.

1.2.5 Fluctuating Gunn-Peterson Approximation (FGPA)

We can also qualitatively derive the analytical expression for Ly« optical depth
under the fluctuating Gunn-Peterson approximation (FGPA, Gunn and Peterson
1965; Weinberg et al.||1998)). Applying ionization equilibrium (Eq. and
using power law T'— A (Eq. in expression for Gunn-Peterson optical depth

(Eq. |1.12) we get,

T 62 f >\a Qg fle ﬁ%LO AQ—O.?('y—l) (1 + 2)4.5 T070'7
me C H() FHI Qgﬁ

(1.34)

Tap ~

Tap o (14 2)*3 Q00 Tyl T, 07 20701 (1.35)

It is clear from the above expression that the Lya optical depth strongly evolves
with redshift, it depends on cosmological parameters such as hubble parameter
H(z), cosmic matter density parameter (£2,,), H I photoionization rate (I'gy) and
thermal history parameters (T, and 7). Even for a small H 1 neutral fractionf]

the Gunn-Peterson optical depth (7¢p) is so large that it produces the absorption

'For simplicity, we assumed that the density of the two particles does not change during
reionization.
2Ratio of H I number density to total hydrogen number density
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1.3 Simulations of Ly« forest

trough. Hence Ly« forest studies can place a good constraint on I'yy. Thus
Ly« forest is useful to constrain the cosmological and astrophysical parameters.
Usually constraining these parameters involves comparing different properties of
the Ly« forest derived from observed spectra with those from the simulated
ones (Becker and Bolton|2013; Becker et al.| 2011} Bolton and Haehnelt| 2007}
Bolton et al.| 2008} [Calura et al.|2012 [Cooke et al|[1997; |Gurvich et al.|[2017;
Kollmeier et al. 2014} [Lidz et al|[2010; McQuinn et al.[[2011; Meiksin and White|
2004; Pontzen et al.|2014; [Rauch et al.|[1997 [Shull et al. 2015} [Viel et al.|[2017;

Zaldarriaga et al[2001). Hence an efficient and accurate method to simulate Ly«

forest is essential for large parameter space exploration.

1.3 Simulations of Ly« forest

In this section we review the existing methods to simulate the Ly« forest in
the literature. These methods differ from each other in the way they calculate
the overdensity (A), peculiar velocity (v) and temperature field (77). Study of
these methods is essential to get physical insight of the Lya forest, to see the

advantages and limitations of each method for further improvement.

1.3.1 Semi-analytic method

The semi-analytic methods model the non-linear evolution of the baryonic density
and velocity field fluctuations that produce Ly« forest using one of the approx-
imations given below. In all these cases, the baryonic density field is estimated
from the dark matter density field by some approximation scheme. These meth-
ods are simple, computationally inexpensive and helpful in getting the physical

picture of the origin of the Ly« forest.

1.3.1.1 Zel’dovich approximation

In cosmological models, pressureless fluid (dark matter) dominates the mass den-

sity of the universe. The Zel’dovich approximation is a formulation of linear per-

turbation theory applicable to pressureless fluid (Doroshkevich and Shandarin
1977, [Hui et al||1997; McGill||1990; Zel’dovich||1970). Since all the fluctuations

25



1. INTRODUCTION

were smaller at early times, it is reasonable to assume that at recent epochs only
the growing mode D, () has significant amplitude. The displacement of a given
mass of fluid element in Zel’dovich approximation is given by (Doroshkevich and
Shandarin/[1977)),

x(a,1) = a+ Dy () V, ¥(q) (1.36)
where q is the coordinate of the initial position, D, (t) is the linear growth factor

and V,1(q) is time independent part determined by the initial conditions. The

peculiar velocity (vpec) and overdensity (Apy) for the dark matter is given by,

2
ADM =1 + 5DM = det_l (51‘]‘ + D+(t) 0 w
0494 (1.37)
dx .
VpeC:aE :CLD+ qu}

where overdot represents differentiation with respect to proper time, the right
hand side of the first expression is Jacobian of the q — x transformation matrix.

Given the overdensity, peculiar velocity and temperature (can be obtained by
imposing T — A relation given in Eq. or solving Eq. , one can compute
the Lya optical depth. However, there are two main problems in this approach:
first the Zel’dovich approximation predicts the rapid growth in the thickness of
the pancake (known as orbit crossing) and second on large scale baryons follow
dark matter but on small scale baryon density field is smoothed as compared to
dark matter density field because of finite pressure of the gas (Gnedin and Hui
1998). To circumvent these problems, the initial power spectrum is smoothed
on small scales such that (a) the fluctuations in large scale due to Zel’dovich
approximation are not affected and (b) the effect of finite pressure of baryons on
the scales of local Jeans lengthﬂ is accounted for.

The realization of overdensity, peculiar velocity and temperature fields are
then generated by following method, (i) First a Gaussian random field 1(q) is
generated on the grids, (ii) the particles are displaced from their initial grid
positions to the new position according to Eq. , (iii) the peculiar velocities
are assigned to the particles using Eq. [L.37 (iv) given the evolution of density

of fluid element, it is straightforward to integrate temperature and ionization

!Pressure smoothing is usually characterized by Jeans length.
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1.3 Simulations of Ly« forest

evolution equation and (v) the Lya optical depth can then be calculated from
A, Vpee and T field

This method is efficient as there is no need to integrate the equations of
motion. The Ly« forest spectra obtained from this method are similar to those
from observations (Hui et al.|[1997). However, this method fails to reproduce the
non-linear density field accurately. In addition, the small scale structure in Ly«

forest are washed out due to smoothing of initial power spectrum on those scales.

1.3.1.2 Lognormal approximation

Since the Ly« forest arise from the linear or quasi-linear density fluctuations,
one can neglect highly non-linear scales as a first order approximation. The basic
assumption in this approach is that the probability distribution function of the
density of gas in the IGM is given by a lognormal random field (Bi1993; |[Bi and
Davidsen! 1997 |Bi et al.|1992; |Choudhury et al.2001;|Gnedin and Hui|1996). The
lognormal approximation (hereafter LNA) has several features: (i) this model is
simple and has no more free parameters than the Gaussian random field, (ii) it
has correct asymptotic behavior on large scales where the IGM evolve linearly and
small scales such as intracluster gas, (iii) the baryon density distribution in LNA
is found to be in good agreement with that from hydrodynamical simulations,
(iv) the Lya forest can be simulated in 1 dimension with high enough resolution
and (v) LNA has numerous predictions to compare with observations. The basic
steps for calculating density and velocity field in LNA are (Bi and Davidsen|1997;
Choudhury et al. 2001),

1. First, the 3 dimensional linear density field power spectrum for baryons
is obtained from the 3 dimensional linear dark matter power spectrum by

smoothing over scales below the Jeans length.

2. Power spectrum of density and velocity perturbations in 1 dimension is
obtained by (angle) averaging the k modes in the 3 dimensional baryon

density field power spectrum.

3. To simulate the density and velocity fields in 1 dimension, two Gaussian

random fields with unit power spectra are generated.
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4. The 1 dimensional density and velocity fields in real space is obtained from
the linear combination of two Gaussian random fields (Bi|1993; Bi et al.
1992; |(Choudhury et al.|2001). Whereas, the 1 dimensional temperature is
obtained by imposing power-law T'— A (see Eq. with T and v as free

parameters.

Despite its simplicity and ability to capture basic picture of Lya forest, LNA
does not model non-linear density regime accurately (Coles et al.|1993; |Viel et al.
2002)). Furthermore, LNA is more analogous to Zel’dovich approximation in one

dimension and can not reproduce pancaking in 3 dimensions.

1.3.2 Cosmological N body simulation

For realistic picture of the cosmic density and velocity fields, one need to solve the
equations of motions (i.e., continuity equation, Euler equation, Poisson equation
and equation of state see Eq. and Eq. in Appendix simultaneously
for many particles. In general these equations are difficult to solve analytically.
Thanks to the advancement in computation, one can solve these equations nu-
merically and get a realistic picture of the large scale structures in the universe.
In N body simulations, dark matter (or baryons if present) distribution function
is sampled using massive pseudo-particles and solve for their evolution either on
a mesh or using a hierarchical tree. Typically the mesh code uses either Particle-
Mesh (PM) or Particle-Particle Particle-Mesh (P3M) techniques. On the other
hand, in Tree algorithm the particles are arranged into a hierarchy of groups.
The gravitational forces exerted by distant groups on a given particle are approx-

imated by the lowest multiple moments.

1.3.2.1 Dark matter only simulation (PM method)

The contribution of dark matter to the mass density of the universe is large as
compared to baryons. Since dark matter is pressure-less fluid, the equations of
motion Eq. and Eq. can be simplified (Croft et al.|1998; Muecket et al.
1996}, Petitjean et al.[1995). However, the finite pressure exerted by baryons pre-

vents further collapse on small scales. This approximation is valid as long as the
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1.3 Simulations of Ly« forest

shocks are not occurred. As Ly« forest probes mildly non-linear density regime,
the significant fraction of gas responsible for Lya forest may not have been gone
through shocks. Hence to the first order, this approximation is reasonable. By
solving the Eq. for dark matter, the density and velocity for baryons can
be obtained. The temperature for the baryons can be calculated by integrating
the energy equation along the particle trajectory (Muecket et al.||1996; Petitjean
et al.[[1995). However, |Croft et al.| (1998)) used power law T'— A relation (see Eq.
1.28]) motivated by analytic calculations of Hui and Gnedin| (1997). The Ly«
forest obtained from PM method is in reasonable agreement with that from ob-
servations. Although this method is accurate than semi-analytic method, it does
not model the highly non-linear density field accurately. It also ignores the effect
of pressure smoothing of the baryons on small scales (Croft et al.|1998; Muecket
et al.||1996; |Petitjean et al.|1995)). Hereafter we simply refer this method as PM
method of Ly« forest.

1.3.2.2 Smoothed Particle Hydrodynamics (SPH) simulation

Figure 1.9: 3D evolution of the cosmic baryon density field at z = 6, 4, and 2

(from left to right respectively) in GADGET-3 simulation. The high density points
are shown by red color whereas low density points occupying significant volume
of the box are shown by blue points. The formation of high density, non-linear
structures is clearly visible at low redshift z = 2. When a sightline passes through

the filaments, absorption seen in Ly« forest is produced.

In SPH formulation the equations of motions for dark matter and baryons are

solved simultaneously. SPH is based on Lagrangian description of the fluid flow in
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which observer follows an individual fluid element as it moves through space and
time (Gingold and Monaghan||{1977; Hernquist| [1993; Hernquist and Katz [1989;
Lucy|1977; Monaghan|(1992; |Springel 2005; [Springel et al. 2001)). Ideally a real
fluid is represented by infinite number of such fluid elements with infinitesimal
size. Let f be any continuous field quantity (e.g. density, velocity or temperature)
to be represented in SPH formulation. The value of f at any point r is given by
(Monaghan||1992),

flr) = / Fr) 80 (r — t) dr’ (1.38)

where §°P(r — r’) is 3 dimensional Dirac delta function and integration is over
volume V'. Representing a fluid with infinite number of fluid element is not
possible computationally. Hence the standard procedure is to represent the fluid
with N fluid element (called as particles) with finite size. The local averages
are performed over the volumes of the non-zero extent. In this formulation the

estimate of the quantity f at any point r is given by (Monaghan|1992]),

(F6)) = 3 (m0) Wr = 13, ) o

)

(1.39)

where h;, m;, p; is smoothing length, mass and density of the SPH particle ¢
respectively. W (r — r;, h;) is known as smoothing kernel. The smoothing length
h describes the extent of the averaging volumes. The smoothing kernel satisfies

the two important properties (Monaghan |1992).

/W(r —r' h)dr' =1
\ (1.40)
lim W(r —r',h) = 6*P(r — 1)
h—0
It should be also noted that (f(r)) — f(r) when h — 0. These properties also
ensures the conservation of mass in SPH formulation. The smoothing kernel is

typically chosen to be spherically symmetric spline kernel of the form (Springel
2005; Springel et al.[2001]),

2 3
1—6<,’;> +6<;>7 0<r<i
8 3
Wir,h) = — 1.41
(TJ ) 7Th3 21_% ’ %S%Sl ( )
0, »>1
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1.3 Simulations of Ly« forest

One of the most important quantity in any SPH formulation is the density esti-
mate which is obtained from Eq. as,

(p(r)) = ; pi W(r — 3, hy) ’Z - ; m; W(r — 13, hy) (1.42)

The equations of motion Eq. involves the operation of gradient (V) and
time derivative (0/0t) operator on the quantity f(r) (Monaghan||1992)). The
SPH formulation also provides a natural way of expressing the gradient of the
local fluid properties as follows,

my;

(Vf(x)) =D flr:) VW(r —ri hy) —

i—1 Pi

(1.43)

Higher order gradients are calculated in similar manner.

Using these expressions, equations of motion Eq. and Eq. can
be written in terms of smoothing kernel. These equations, in principle, can be
solved for N fluid elements simultaneously in the computers. Springel (2005));
Springel et al. (2001) developed a code “GAlaxies with Dark matter and Gas in-
tEracT” (GADGET) for cosmological N body and SPH simulations on massively
parallel computers with distributed memory. In GADGET—jH, short-range gravita-
tional forces are calculated using hierarchical tree algorithm whereas long-range
gravitational forces are computed using FFT based particle-mesh (PM) method.
The long-range and short-range gravitational forces are integrated with different
time-steps. In addition, SPH formulation incorporates fully adaptive smoothing

lengths and a novel entropy conserving technique (Springel and Hernquist| 2002).

1.3.2.3 Lya forest in HPM method

In the SPH simulations like GADGET-2 (Springel 2005 described above, one
solves the equation of motion Eq. and Eq. for equal number of baryon
and dark matter particles simultaneously. The baryon density and velocity fields
obtained using GADGET-2 are accurate than semi-analytic method and dark mat-
ter only simulation. However, GADGET-2 does not incorporate radiative heating
and cooling term (last two terms on right hand side of Eq. . As a result,

!Updated version of GADGET http://wwwmpa .mpa-garching.mpg.de/gadget/
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T — A (see Eq. for low density IGM is not power law. However one can still
simulate Lya forest by assuming power law 7' — A relation (Eq. for a given
gas density with Ty and v as free parameters (Choudhury et al.|[2001; (Gnedin and
Huil[1998; Padmanabhan et al.|2014, 2015 |Viel and Haehnelt 2006). This method
although more accurate than semi-analytic method, does not capture smoothing
effect on the density field due to finite pressure of the gas. In this work, we simply
refer this method as hydrodynamic particle mesh or HPM method.

1.3.2.4 Ly« forest in full hydrodynamic simulation

Current state-of-the-art simulations like GADGET-3 (an updated version of GADGET-
2), 1LLUSTRIY] (Nelson et al|[2015; [Vogelsberger et al|[2014), EAGLH (Schaye
et al/2015) and GASOLINH| (Wadsley et al|[2004) etc. solves the ionization evo-
lution equation (Eq. , calculates the temperature (Eq. and evolves the
density, velocity field (Eq. and Eq. self-consistently. Thus this method
captures the effect of pressure smoothing on small scales in the baryon density
and velocity fields.

Fig. shows the 3D evolution of the cosmic baryon density field at z = 6, 4,
and 2 (from left to right respectively) in GADGET-3 simulation. The high density
points are shown by red color whereas low density points occupying significant
volume of the box are shown by blue points. At low z = 2, one can clearly see
the formation of sheets, filaments and nodes. The Ly« forest seen in the QSO
absorption spectra is produced when a sightline passes through the filaments in
cosmic density field. Fig. [1.10[shows a slice of the overdensity (log A, left panel),
velocity (v, along x axis, middle panel) and temperature (logT, right panel)
from GADGET-3 simulation. By shooting random sightlines through this simula-
tion box log A, v, and log T fields are generated. The Ly« optical depth is then
computed from these fields. In addition to the basic physics, these simulations
also incorporates complex astrophysical processes such as AGN, stellar feedback,

shocks, galactic winds, metals and micro-turbulence etc. These simulations are

Thttp://www.illustris-project.org/
Zhttp://icc.dur.ac.uk/Eagle/
3http://imp.mcmaster.ca/software/
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Figure 1.10: Slices of width ~ 10 ckpc from a GADGET-3 simulation box at z =
2.5. Left, middle and right panel show baryon overdensity (log A), baryon velocity
component (v,) along x axis and baryon temperature (logT") field respectively. The
colour scheme represents density of points in logarithmic unit. Random sightlines
are shoot through simulation box and log A, v, and log T" along these sightlines are

extracted. The Ly« forest is generated along these sightlines.

more accurate in modeling Ly« forest as compared to previously described meth-
ods. However, the accuracy of the method comes at the expense of computational
time consumption.

SPH method is versatile, relatively simple to implement in numerical code,
robust and transparent. By construction, SPH has conservation properties for en-
ergy, linear momentum and angular momentum. The latter is not automatically
guaranteed in codes based on Eulerian approach.

Despite offering above mentioned advantages, SPH has limited accuracy in
multi-dimensional flows. This is because local kernel interpolants are approxi-
mated through discrete sums over a small set of nearest neighbors. SPH can
achieve high resolution in dense regions. However, in low-density regions where
small number of SPH particles samples the density field the resolution is poor.
SPH is also not suitable to model fluid instabilities across discontinuities such

as Kelvin-Helmholtz and Rayleigh-Taylor instabilities (Agertz et al.|2007). In

SPH particles may stream through each other. This can cause oscillations of

SPH particles around converging flows such as shock fronts. To circumvent this
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problem artificial viscosity is usually introduced in SPH. This artificial viscosity
is operating at some level outside of shocks which limits Reynolds numbers that
can be reached in SPH.

1.3.2.5 Adaptive mesh refinement (AMR)

AMR is based on Eulerian description of the fluid flow in which observer is fixed
at some location and tracks the fluid properties such as density, temperature
flowing through that location (Berger and Colella/[1989). In AMR, first the fluid
properties are characterized in coarse grid. As the fluid evolves, the regions
requiring more resolution are identified by some parameter that characterizes the
solution e.g. local truncation error. The finer grid is superimposed only on these
regions. Finer and finer sub grids are added until the local truncation error has
dropped below the desired limit. It is important to note that grid spacing is
fixed for the initial coarse grid whereas it is determined locally for the sub grids
(Bryan et al./[1995)). Currently there are several codes that solves equations of
motion using AMR method for example ENZO[I (O’Shea et al. 2004), RAMSE%
(Teyssier|2002)), Nyxf’| (Almgren et al|2013), HYDRA(Couchman et al|[1995)) and
ART(Knebe et al.|[2001)).

The main advantage of the AMR is that they have sufficient high resolution
in low and high density regions. The fluid instabilities (like Kelvin-Helmholtz
and Rayleigh-Taylor instabilities) can be better treated using an Eulerian for-
mulation (AMR) of hydrodynamics. The artificial viscosity is not incorporated
in this method. Unlike SPH, in AMR, angular momentum is not conserved by
construction. Because finer sub grids are created while other cells are deleted
to achieve resolution in area of interest, AMR codes are relatively complex for
numerical implementation. AMR is not suitable for problems involving turbulent
flows where fine resolution is required everywhere.

To summarize, in this section we described six different methods in the lit-
erature to simulate the Ly« forest namely: (i) Zel’dovich approximation, (ii)

Lognormal approximation, (iii) Dark matter only simulation, (iv) GADGET-2 +

'http://enzo-project.org/
Zhttp://www.ics.uzh.ch/~teyssier/ramses/RAMSES.html
3https://ccse.lbl.gov/Research/NYX/
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T — A relation, (v) GADGET-3 with internal temperature evolution and (vi) AMR
codes where temperature is evolved internally. The Ly« forest modeled from each
of the above method has its own advantages and disadvantages. In the next sec-

tion, we show the comparison of Ly« forest from different methods.

1.4 Comparison of Ly« forest from different sim-

ulations

With increasing number of observed high resolution QSO absorption spectra, the
statistical errors on the measurement of Ly« flux statistics have reached the
per cent level accuracy (McDonald et al.2005; Viel et al.|2004b)). However, the
total error budget in the cosmological and astrophysical parameters constrained
from Ly« forest are began to dominate by systematic uncertainties. Apart from
observational effects, one of the main source of systematic uncertainty is in the
modeling of the Ly« forest itself.

The semi-analytic methods like Zel’dovich approximation, Lognormal approx-
imation provided an early argument that the Lya forest itself may be produced
from density fluctuations in a diffuse IGM. These methods were able to reproduce
almost all the observed properties of the Ly« forest (Bi and Davidsen! 1997} [Bi
et al.||1992; Choudhury et al.|[2001; Hui et al.[|[1997). Soon the idea was confirmed
by hydrodynamical simulations. Despite some differences in simulations, the gen-
eral consensus was that the Lya systems are produced by gravitationally induced
density fluctuations in the matter density field (Cen et al. [1994; |Hernquist et al.
1996; Miralda-Escudé et al.|[1996; Zhang et al.|[1995).

Since full hydrodynamic simulations are expensive, alternate approximate
methods like PM and HPM were introduced. Typically the accuracy of these
methods were tested by comparing Ly« flux statistics (e.g. flux probability dis-
tribution function, PDF,and flux power spectrum, PS) from full hydrodynamic
simulations with those from these methods. [Zhan et al| (2005) have compared
the PM, HPM with their full hydrodynamic method and found that the flux PS
in these methods differ by ~ 20 percent in both cases at 1 < z < 3. The differ-

ences are larger at the lower redshift z = 0 due to fraction of baryons responsible
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for producing Ly« forest are not modeled correctly in their simulations (Zhan!
2005)). Similarly [Viel and Haehnelt| (2006) found that the differences be-
tween the flux PS obtained from HPM (using GADGET-2) simulations and full

hydrodynamical simulations are generally large (20 — 30 percent), and are not
due to resolution effect of the HPM simulation. On the other hand flux PDF in
two methods differed by 5 — 20 % which was also consistent with Gnedin and Hui

(1998).

Regan et al.| (2007) compared simulations of the Ly« forest performed with

two hydrodynamical codes ENZO (mesh based code) and GADGET-3 (SPH code,
GADGET-2 modified for Lya forest). The dark matter power spectrum in two
methods show differences at the level of 1 — 3 percent. Using the same algorithm
for ionization and temperature evolution, the differences in the Lya flux PDF
and PS were < 10 and ~ 5 percent respectively. Thus Ly« flux statistics (which
are easy to obtained from observations) from PM and HPM differ by ~ 20 and
10 percent respectively when compared with full hydrodynamic simulations. On
the other hand current state-of-the-art simulations using mesh based and SPH

approach differ by 5 percent.

1.5 Motivation

As discussed in section models of the Lya forest depend on the cosmological
and astrophysical parameters and are frequently used to constrain these param-
eters from observations (Becker and Bolton|2013; Becker et al.[2011; Bolton and|
Haehnelt/[2007; Bolton et al.|[2008; [Calura et al|2012} [Cooke et al./[1997; |Gurvich!
et al.|2017; [Kollmeier et al.|[2014}; Lidz et al|2010; McQuinn et al.|2011} Meiksin|
land White [2004; Pontzen et al|2014; Rauch et al.|[1997; [Shull et al.| 2015 Viel
et al.|2017; Zaldarriaga et al|2001). The basic idea behind constraining any

astrophysical or cosmological parameter is (i) to identify a Lya flux statistics

sensitive to the parameter, (ii) derive the statistics from Ly« forest observations,
(iii) derive the same statistics by modeling the Ly« forest in simulation with the
parameter of interest as a free parameter, (iv) compute y? between the statistics
derived from observation and simulation and (v) obtain the best fit value and the

associated statistical error on the quantity from y? parabola.
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Table 1.2: Different type of simulations in the literature

Simulations | Advantages | Disadvantages
Semi-analytical methods (Bi and Davidsen|1997| |Bi et al.[1992||Choudhury et al.}2001| [McGill|1990| |Zel’dovich[1970)
Zel’dovich approximation Fast, captures basic quasi and non-linear density
Lognormal approximation picture of Lya forest fields not modeled accurately

Simulations assuming Equation of State (Gnedin and Hui|1998| Muecket et al.[1996] [Petitjean et al.|1995| |Springel 12005)

Dark matter only density and velocity field does not include radiative cooling (and

DM + Baryons (GADGET-2) accurate than semi-analytical heating) and pressure smoothing
State-of-the-art simulation (Bryan et al.}2014||/O’Shea et al.}2004| |Springel2005)
SPH Simulation (GADGET-3) | includes radiative processes, shocks, Computationally expensive: Not

AMR Simulation (ENZO) feedback processes, turbulence efficient for large parameter space exploration

Often the cosmological and astrophysical parameters of interest are degenerate
with other parameters for a given Ly« flux statistics e.g. thermal history parame-
ters Ty and v are know to be degenerate with H 1 photoionization rate I'y;. Hence
one needs to probe the large parameter space to account for the degeneracy. At
the same time, uncertainties in the Ly« forest simulations contribute significantly
to the total error budget of the parameter under consideration. Hence the models
of the Ly« forest, from which flux statistics are derived, should be sufficiently
accurate to minimize the systematic uncertainty in the total error budget.

Table[l.2]summarizes the advantages and disadvantages of the various existing
methods to simulate Lya forest discussed in section [1.3[. The semi-analytical
methods are fast and captures basic physics of Lya forest but are not sufficiently
accurate. On the other hand state of the art simulations like GADGET-3, ENZO
incorporates complex astrophysical processes and are more accurate till date but
are computationally expensive to probe large parameter space. Whereas, Ly«
forest using PM and HPM method has intermediate accuracy and speed.

Our aim in this thesis is:

« To develop an efficient, flexible at the same time sufficiently accurate method
to simulate the Ly« forest in the post-processing step of GADGET-2 simu-
lation (analogous to HPM method).

o To account for the physical effects such as radiative heating and cooling

processes, ionization (Eq. [1.22)) and temperature evolution (Eq. |[1.19)),
pressure smoothing of the baryons etc.
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o To show the consistency of the method with full hydrodynamical simulation

like GADGET-3 and other simulations in the literature

o To constrain the astrophysical parameter from Ly« forest observations with
appropriate total error budget accounting for the degeneracy among differ-

ent parameters.

1.6 Outline

The main scientific contribution of this thesis is efficient modeling of the Ly« for-
est in the post-processing step of cosmological N-body hydrodynamic simulation
GADGET-2 and application of these models to constrain astrophysical param-
eters from observations. In particular, we develop an efficient post-processing
tool for GADGET-2 simulations that accounts for the effect of thermal, ionization
evolution and pressure smoothing of gas. Using these tools, we model various ob-
served properties of the Ly« forest and compare with observations to constrain
astrophysical parameters with appropriate errorbars.

The thesis is organized in 6 Chapters. In Chapter-2 and 3, we develop nec-
essary tools to simulate and analyze Ly« forest. In Chapter-4, we show the
consistency of these tools with other simulations / techniques in the literature.
In Chapter-5, we apply these tools and constrain the H 1 photoionization rate
(T'mr) at z < 0.45 using Lya forest observations obtained using Cosmic Origins
Spectrograph on board Hubble Space Telescope (HST-COS). Finally we summa-
rize the outcomes of the thesis in Chapter-6 with possible future work. We now

briefly summarize each chapter as below.

o Chapter - 2: First we describe the “Code for Ionization and Temperature
Evolution” (CITE) to model the thermal and ionization evolution of particles
in the post-processing step of GADGET-2. At moderate to low resolution,
the effect of pressure smoothing is not important. However for high reso-
lution simulation, we capture the effect of pressure smoothing by running
GADGET-2 at an elevated temperature floor of ~ 10* K, post-processed with
CITE and using an appropriate smoothing kernel. We also discuss our mod-

ule for “Generating Lyman Alpha forest Spectra in Simulation” (GLASS)
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along random line of sight. We show that the line of sight density, velocity,
temperature field and Lya transmitted flux is remarkably similar to those

obtained from self-consistent simulations like GADGET-3.

Chapter - 3: The statistics like H 1 column density distribution function
(CDDF), linewidth (b) distribution require decomposition of Lya forest
spectra into multi-component Voigt profiles. The manual Voigt profile fit-
ting of the large number of simulated Ly« forest is laborious and time
consuming. Hence we have developed a parallel code called “Volgt profile
Parameter Estimation Routine” (VIPER) for automatically fitting the H 1
Ly« forest. We validate the VIPER with other techniques in the literature
by comparing CDDF, b parameter distribution and b versus log Ngr lower
envelope obtained using spectra of 82 QSO sightlines from HST-COS at
z < 0.45.

Chapter - 4: This chapter focuses on validity of our method of modeling
Ly« forest. For low resolution simulation, that is used at low-z (z < 0.5)
for comparison with HST-COS observations, we show the consistency of our
method with other simulations in the past by comparing three metrics. On
the other hand for high resolution simulation (at 2 < z < 4), we validate our
method by comparing 8 different statistics of Ly« forest with self-consistent

simulation GADGET-3.

Chapter - 5: This chapter is an application of tools developed in Chapter-
2 and 3. We constrain the H 1 photoionization rate I'g; and its evolution
in 4 different redshift bins 7 = 0.1,0.2,0.3 and 0.4 using Ly« forest data
along 82 QSO sightlines from HST-COS. In particular, we compare Ly«
forest from observations with that from simulations using 3 statistics (i)
Flux probability distribution function, (ii) flux power spectrum and (iii)
CDDF. The final uncertainty in I'y; contains not only the statistical errors
but also those arising from possible degeneracy with the thermal history of
the IGM and cosmological parameters and uncertainties in fitting the QSO

continuum.
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o Chapter - 6: Finally we summarize the thesis in Chapter-6 and describe

the possible improvements and application of these tools in future work.

1.7 Appendices

1.7.1 Basic Cosmology

In this section we define the important cosmological terms that are frequently
used in the theoretical modeling of the Ly« forest. We refer reader to the Mo
et al.| (2010); Narlikar| (2002); Padmanabhan| (2000, 2010); Peebles (1993); |Rindler

(2001)) references for the details on this section.

Cosmological principle: Modern cosmology is based on Einstein’s general
theory of relativity (GR) and cosmological principle which states that on suffi-
ciently large scale, the Universe is spatially homogeneous and isotropic. Spatial
homogeneity refers to translation symmetry. This means there is no preferred lo-
cation in the universe i.e. the universe would appear same for two observer at two
different locations in the universe. On the other hand principle of isotropy refers
to rotational symmetry with no preferred direction in universe i.e. the universe

appears same in all direction.

Proper length interval in GR: GR treats space and time on equal footing
and combines them in four dimensional manifold called space-time. Each point
in four dimensional space-time hyper surface is represented by three spatial coor-
dinate and one time coordinate and is known as an event. The distance between

any two events on this hyper surface is the length interval ds given by,

2

2_ 2 32 2 2 32 2
ds* = ¢ dt* — dI* = ¢ dt* — a*(t) T K2

+ 7% dQ)? (1.44)

where dl is the proper spatial separation between the two events at world time ¢,
K is curvature, r is the polar radius, df2 is differential solid angle and ¢ is speed of
light. This is known as Friedmann-Lemaitre-Robertson-Walker (FLRW) metric.

Note that for K = 0, the above equation reduces to equation for flat space-time.
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Comoving distance, Hubble parameter and Hubble time: The proper
distance (1) between an observer at origin » = 0 and the observer at (rq,(2) can

be written as,

1= alt) [ —=Es = a(t) ()

0

(1.45)

where a(t), x is scale factor and comoving distance between the two observers.
The redshift z is defined as z = 1/a(t) — 1. The Hubble parameter, H(t), at a
cosmic time is defined as rate of change of proper length (1) expressed in units of

l
i at)

The present time Hubble parameter is called as Hubble constant (Hp) and is

H(t) = ;

usually expressed as,
Hy

100 kms™! Mpc (1.47)
Hy=3.241h x 107 ¥ g1

It is usually convenient to express the densities of the various component of

h =

the Universe in terms of critical density (pe) defined as,

_ 3H?(t)
Perit =
3?2(; 3 % (3.241h x 1071%)? (1.48)
e 0 _ : -1 2 1029 -3
Peritd = G T B 6.67250 x 10°5 oo x 107 g em

where puito is present day critical density. The cosmic density parameters at

a given epoch for matter, radiation, dark energy and curvature respectively is

defined as,
PA Kc?

Pm Pr
Qum , Q.= , h=—, k=——=1-0n -2, —Q
Perit Perit A Perit K H2 (t) A
(1.49)

where pn,, pr, pa are densities of matter, radiation and dark energy respectively

at epoch. The Hubble parameter at redshift z can be written as,

H(Z) = H[) E(Z) = HO [QK,O (1 + Z)2 + Qm,O (1 + 2)3 + Qr,O (1 + 2)4 + QA70]1/2
(1.50)

where (2x ( is present day cosmic density parameter for component X.
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Table 1.3: Cosmological parameters used in this thesis

Parameter Symbol | Values
Matter density parameter Qum 0.31
Baryon density parameter 973 0.0486
Dark energy density parameter Qp 0.69
hubble parameter h 0.674
Primordial power spectrum index Ng 0.96
Helium fraction by mass Y 0.24
RMS density fluctuations in 8h=! Mpc oy 0.83

Cosmological parameters: The modeling of the Ly« forest crucially depends
on the type of cosmology and values of the cosmological parameters. These
cosmological parameters are typically constrained from the sensitive observations
of temperature and polarization anisotropies of the CMB (Hinshaw et al.|[2013;
Komatsu et al.2011; Mather et al.[|]1994; |Planck Collaboration et al. 2014, 2016)).
Throughout this work we use the flat ACDM cosmology consistent with latest
constraints by [Planck Collaboration et al.| (2016).

1.7.2 The ultra-violet (UV) background

The UV background at any epoch is a diffuse isotropic radiation in the universe.
The UVB is defined over a wavelength range 0.1 to 1000 gm is mainly contributed
by QSOs and galaxies. The IGM at z < 6 is maintained at highly ionized state by
the UVB. The accurate characterization (amplitude and shape) UVB is important
for modeling the thermal and ionization state of the IGM (Becker and Bolton
2013; Becker et al| 2011} [Boera et al. 2014; Lidz et al|[2010]), measuring the
baryon content in the IGM (Shull et al.2012), and deriving metal abundances in
the IGM using ionization corrections (Carswell et al. [2002; Peeples et al. [2014;
Shull et al.|2014; Songaila/2001)).

The number density of UVB photons at frequency 1 and redshift z; is given

by,
41 Juo (Zo)

hy c 1y

(1.51)

n(vy, 20) =
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where hy, ¢ and J,,(z) is Planck constant, speed of light and the specific intensity
of the UVB (in units of erg cm™2s™! Hz ' st™!) at frequency v, and redshift z
respectively. In UVB calculations, it is usually assumed that the UVB is con-
tributed mainly by QSOs and galaxies at all wavelengths. The specific intensity
of the UVB for an observer at redshift z; and frequency v, can be obtained by

solving the radiative transfer equation,

17 dl (14 2)? _
g — d . Tt (10,20,2) )
Jo (20) i / z 0+ 2) €,(z) exp (1.52)

20

where di/dz is FLRW line element, v = vy(1 + 2)/(1 + 29) frequency of photon
originated at redshift z, 7.4 (10, 20, 2) is effective IGM optical depth encountered
by photon (of frequency v) emitted at redshift z while traveling to redshift zy and
€,(2) is space averaged specific volume emissivity in units of ergs~! Hz ™' Mpc™>
and is usually obtained from observed luminosity functions of QSOs and galaxies
at a redshift z and frequency v.

The photo-ionization rate (in units of s7!) for specie X = (H 1, He 1, He 11) is

given by,

7 d
[x = / 4 J, ox X (1.53)
vx

hpv

where J, is specific intensity given in Eq. [I.52] vx is frequency above which a
photon can ionize the specie X and oy is cross-section for this process.

The photo-heating rate (in units of ergs™) for specie X = (H 1, He 1, He 11) is
given by,

hpv — hpvx

I dv (1.54)

€4X = / 4 J, ox
vx

where J,, ox and vx is the is specific intensity given in Eq. [1.52] photoionization
cross-section of specie X, frequency above which specie X can be photoionized re-
spectively. In this thesis, we have used two UVB models in the literature (Haardt
and Madau/2012) and (Khaire and Srianand|2015b)). Left panel in Fig. [L.11]shows
the H 1, He 1 and He 11 photoionization rate from (Khaire and Srianand|2015b)
and (Haardt and Madau|2012) UVB models. Whereas the right panel in Fig. [1.11
shows the comparison of H 1, He 1 and He 11 photoheating rates from (Khaire

and Srianand [2015b)) and (Haardt and Madau/[2012) UVB models.
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Figure 1.11: Left hand panel shows the photoionization rate for H 1 (solid curve),
He 1 (dashed curve) and He 11 (dot dashed curve) from HM12 and KS15 UVB
models. Right hand panel shows the photoheating rate for H 1 (solid curve), He 1
(dashed curve) and He 11 (dot dashed curve) in HM12 and KS15 UVB models.

1.7.3 Time scales

The low density gas in IGM is affected by various radiative processes such as
photo-ionization, recombination etc. Furthermore the filaments and sheet like
structures are formed by collapse of the objects under gravitational force. Typ-
ically the properties of the IGM are affected by all such processes. A simple
way to judge the importance of these processes is to compare the time scales
associated with them. Usually the processes with time scales greater than age
of the Universe can be safely ignored which simplifies the analytic or numerical
calculations. In this section we discuss the time scales relevant for the low density

IGM studies in the cosmological context.

Hubble time: In the literature, it is customary to compare time scales of
different physical processes with Hubble time scale. The Hubble time scale at
redshift z is defined as the inverse of the Hubble parameter H(z) at z.

tu(z) = (1.55)
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Hubble time represents the time elapsed between big-bang singularity and epoch
at redshift z if expansion rate of the universe is constant (i.e. Hubble parameter
does not evolve with redshift). The Hubble parameter is not constant over the
history of the universe. Hence Hubble time at redshift z is not same as the age of
the universe at z. However, for an order of magnitude estimation the Hubble time
is a good approximation to age of the Universe. For example the Hubble time at
z = 0 is ~ 14.5 billion years (4.57 x 10'7 s) whereas the age of the Universe at
same redshift is ~ 13.77 (4.28 x 1017 s) billion years.

Dynamical time scale: Consider a spherical gas cloud of mass M and radius
R which is supported by pressure against gravity. The dynamical time scale (¢4yn)
for this gas cloud is defined as the time required to collapse this object under the

influence of gravity if pressure support is removed suddenly.

3 3M
tayn = ith p= 1.
dy 6G7 wi D (1.56)

The dynamical time scale is related to free-fall time scale by tg = tayn/ V2.

Sound-crossing time scale: Sound-crossing time scale for a gas cloud of size
L at temperature T is defined as the time required for the pressure wave to
propagate the distance equal to size of the cloud.

5kpT\"?
3my,

(1.57)

L

tee ~ —  with ¢, = (
Cs

where c;, kg, m, is sound speed, Boltzmann constant, mass of proton. In the ex-

pression of sound speed, we have assumed the cloud is composed of non-relativistic

monoatomic gas.

Photoionization time scales: The photoionization time scale is defined as
the inverse of photoionization rate (see Eq. [1.53)). Using J, = Jyv™* (a ~ 1)

and oy, = 0o 2, the photoionization time scale (¢,,) for H 1 is given by,

P Fil . 47 JO (o)) 1 -
ph S HL hpyl‘?{a 3+«
ton =317 x 10" s ~ 10" s

(1.58)
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Recombination time scales: For an optically thin gas the recombination time

scales is defined as,
1

brec = — 7 —
a®(T) ne

where o*(T), n,. is case A recombination rate and number density of electrons

(1.59)

respectively. Writing above equation in terms of mean total hydrogen density 7oy

and putting numbers,
P 1 ny
T oA T) ng e
n
tree = 4.33 x 10'05 =1
ne
But we know that from Gunn-Peterson effect (see section|1.0.3]) that the Universe

is highly ionized at z < 6 such that neutral fraction is ~ 10*—107°. This implies

(1.60)

the recombination time scale t,e. ~ 10'? s.

1.7.4 Radiative cooling rates

In this section we have listed the various radiative cooling rates used in this thesis.

1.7.5 Net heating time

The net heating time for gas at a temperature 7' is given by,

" _3l€BT ™My
T o p(1=Y)2 (A —F)

3kgT mu
theat = 1.61
bt = o S AT AV (I —F) (161
LT
heat*Ag

where kg, p, p, po and K; is Boltzmann constant, mean molecular weight, density
of the gas at redshift z, mean density at redshift 2 = 0 and K is factor that de-
pends on physical constants and cosmological parameters respectively. Using the
Eq. and Eq. [[.24] we may calculate £ for a given density, temperature and
UVB model. We can however, simplify the cooling rates equation considerably

for low-density IGM (A < 10). In low density regime, the net heating rate, .Z,
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Table 1.4: Cooling rates for various radiative processes

Collisional ionization cooling

1 = 2.54 x 10721 T2 ¢ 580U (1 L 73/%)~1 ¢ |1y

oy = 1.88 x 10721 T2 o= 2853354/T (1 4 T1/%)~1 ¢ Her

c3 = 9.90 x 10722 T2 ¢~ 631515.0/T (1 4 T1/2)~1 ¢ Hepy
Recombination cooling

cs = 8.70 x 10727 T2 1702 (1 + T97) ! e Hin

5 = 1.55 x 10720 703047 ¢ Henr

6 = 3.48 x 10720 TV2 7702 (1 + T97) ™! e Hernn
Dielectric recombination cooling

cr = 1.24 x 10718 7719 470000/T (1 4 (0 3¢~4000/T) ¢ Herr
Collisional excitation cooling

s = T7.50 x 10719 e 118348/T (1 L T1/2)~1 o |y

Co = 5.54 x 10717 e 4T3/ (1 4 T1/2) =1 p=0397 ¢ Heyy
Bremsstrahlung

1o = 1.42 x 107 g; T'? ¢ (Hi1 4 Hert + 4Hern)

gy = 1.1+ 0.34 e 5o (T)/3
Inverse Compton cooling

c11 = 5.406 x 1070 [T — 2.7(1 + 2)] (1 + 2)*e/ny

z is redshift of interest
T, =T/10™, T is temperature in K
ng is number density of total hydrogen
X = nx/nuy where X = [Hi, Hi1, Her, Herr, Helrr, e

nx is number density of specie X
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Table 1.5: Recombination and collisional ionization rates in s~}

Recombination rates

agn = 6.30 x 1071 712 T702/(1 4 TO7)
apenr = 1.50 x 10710 7706353 4 CY%[;%I
Qpern = 3.36 x 1071077121702 /(1 4 T97)
Dielectric recombination rates
oéﬁl)l — 190 x 1073715 e—470000/T(1 - (0.3¢94000/T)
Collisional ionization rates
Lo = 1.17 x 10710 771/2 o—157809.1/T (1 + T51/2),1
Tepar = 4.76 x 10711 T2 o= 2853304/ (1 4 7}/%) =1

Cogen = 1.14 x 10711 71/2 ¢=631515.0/T (1+ T;/2)_1

is dominated by H 1, He 11 photo-heating and small but non-negligible inverse
Compton cooling. We can write the photoheating component of .Z as .Z, and is
given by,

% = 2y pepp e (1.62)
ny ny

Since H 1 and H 11 are likely to be highly photoionized, we may assume pho-
toionization equilibrium and write
N{; QHi Ne

NHen OHerr Me Y
H=—= and Hell= —4 = —2 "¢
ny F'yHI nyg F'yHeII

(1.63)

At T < 10° K, the recombination rate coefficients can be well approximated by
T# (typically 8 = 0.7) such that,

o = Oy T77 and oy = oy T7° (1.64)
Substituting Eq. and into Eq. and using e = ne/ng = (1 + 2y),
€yHI €yHell —
L= | a6 =+ ey = 77
f F'yHI tem © Y 1—"yHeII (165)
L =K, T™"

Note that photoionization rate (I',) and photoheating rate (e,) evolves with red-
shift z and can be obtained from UVB model (see Fig. [1.11)). As mentioned
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earlier, there is also small contribution from inverse Compton cooling, Z.., (co-
efficient ¢ in Table for T' >> Teyvp) which may be written as,

5406 x 107° T (1+2)*e 5406 x 107 T (1+2)*e

Z:c:

ny Ny A (1 + 2)3
—36 3
g _BA06X 1070 (14 2)e T (1.66)
nH,0 A
T
D%c = K3
T A

where T o mean number density of total hydrogen at redshift = = 0. The total

net heating rate is given by,

L =4 — L
1 (1.67)
L =K T7 -~ KyTA™
The net heating time is given by Eq. and Eq. as,
K\ T
theat = - (1.68)

A (K2 T8 — K3 T A_l)

1.7.6 Fluid Equations in expanding universe

In the hierarchical structure formation model, the small initial density fluctua-
tions (generated by some mechanism e.g. quantum fluctuations) grow via grav-
itational instabilities. These perturbations grow with time and eventually form
the large scale structures we see today. Since the formation of structures takes
place at scales much smaller than Hubble scale, relativistic effects can be ignored
and Newtonian approach is applicable to extract essential physics. We can treat
baryons and dark matters as fluids. The evolution of fluid element with density
(p), velocity (V) and pressure (P) under the influence of gravitational potential

(¢) is governed by following set of equations,

Continuity Equation: p(t,r) +V, - [p(t,r) V(t,r)] = 0

. P
Euler Equation: V(t,r) + [V(t, r)- Vr} V(t,r) =—-V,¢(t,r) — W
Poisson Equation: VZ¢(t,r) = 47Gp(t,r)
(1.69)
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where overdot represent partial derivative with respect to time and V, is spatial
gradient operator with respect to proper co-ordinate r. These equations can be

rewritten in terms of comoving co-ordinate by following transformations,

r=a(t) x
de _da(t) o dx
A T (1.70)
v=Sr+tv
a

where v is peculiar velocity with respect to fundamental observer. To switch from

frame of (r,t) to (x,t) one has to do the following transformation,

1 0 0 a
. 1.71
V, = " V., and " — aX V. ( )

where V, is spatial gradient operator with respect to comoving co-ordinate x.

The resultant equation is simplified if written in terms of perturbed quantity as

follows,
t
Density contrast: 0(t,x) = A(t,x) — 1 = p((’t))() -1
p
Peculiar velocity field: v(t,x) = V(t,x) — &y (1.72)
a
Perturbed pressure: p(t,x) = P(t,x) — P(t)
Perturbed gravitational potential: ¢(t,x) = ®(t,x) — ®(¢t)

where symbols with bar represents average quantities independent of spatial co-
ordinates. The perturbed fluid equation after subtracting out zeroth order un-
perturbed part are given as,
Perturbed continuity Equation:
|
5+5Vx-[(1+5)v] =0
Perturbed Euler Equation:

dax2> v,y 0B
p(

a1 B
v+av+a(v-vx)V——avx<¢+ 5 Trova

Perturbed Poisson Equation:

Vip=471Gpéa
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We need to solve the above set of equations for dark matter and baryons sepa-
rately to study the evolution structure formation in details. Unlike baryons, for

collisionless dark matter the pressure term in above expression is zero (p = 0).

. 1
dpm + p V.- [(1+dpm)vpm] = 0

. a 1 1 i a x>
VpM + —VpMm + *(VDM : Vm)VDM =——V, <¢5 + >
a a a 2

: 1
5B—|—5V1 . [(1+5B)VB] =0

a 1 1 aax? V. pB
v - - Vﬂ? = - vx -
VB+aVB+a(VB )VB a <¢+ 5 > 55 (1+0p) a

Vi¢ =41 G a® (Ppy dom + pp 0p)
(1.74)
The above set of equations are usually supplemented with “effective equation of
state” that characterizes the relation between density and pressure of baryons.

Usually, it is expressed in polytropic form with index ~,

:kaBT:ﬁBkBTO(

1+ 6p)" (1.75)
My My

PB

where pg, kg, To, m,, p = 4/(8 —5Y) is average baryon density (assuming fully
ionized H and He), Boltzmann constant, temperature of baryons at mean cosmic
density, mass of proton and mean molecular weight for gas composed of fully
ionized hydrogen and helium respectively. Y is helium fraction by mass. The Eq.
[1.74 with Eq. completely describes the growth of structures in the universe.
In the limited cases and under some approximations, the above set of equations
can be solved analytically. While analytic methods are faster and provide physical
insights, they may not capture the non-linear physics correctly. In this case one
has to resort to cosmological N-body hydrodynamic simulations. As described
in section [I.3] these equations of motion are solved in N-body simulations using
Lagrangian or Eulerian formulation of fluid elements and provides a method to

study physical phenomenon in non-linear regime.
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2 Code for Ionization and Tem-

perature Evolution

A major part of this chapter is based on |Gaikwad et al.| (2017alb)).

2.1 Introduction

The observed properties of the Lya forest are sensitive to fluctuations in the
cosmic density fields, velocity fields and physical conditions like the temperature,
turbulence and ionizing radiation prevailing in the intergalactic medium (IGM,;
Cen et al.|[1994; Hernquist et al.|[{1996} Miralda-Escudé et al.[1996; |[Zhang et al.
1995). As a result, Lya forest has been used in the literature to constrain cos-
mological parameters such as Q,, Q,, os, ns (see, e.g., McDonald et al|2005;
Viel et al. 2004a,b), and astrophysical parameters such as mean IGM tempera-
ture Tp, slope of the equation of state v (Becker et al. 2011} Boera et al.|[2014;
Lidz et al.|2010; Schaye et al.[|[1999, [2000; Zaldarriaga et al.2001)) and H 1 photo-
ionization rate (I'yy, Becker and Bolton/[2013} |Gurvich et al.|2017; |Kollmeier et al.
2014; Rauch et al,[[1997; Shull et al.|2015; Viel et al.|[2017). Usually constrain-
ing these parameters involves comparing different properties of the Ly« forest
derived from observed spectra with those from the simulated ones. Since many
of the parameters, particularly those related to the thermal state of the IGM,
are poorly understood, obtaining robust constraints would require exploring a
sufficiently wide range of parameter values. It is thus useful to develop newer
methods of simulating the IGM that are efficient, flexible and at the same time

sufficiently accurate.
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2. CODE FOR IONIZATION AND TEMPERATURE EVOLUTION

In this chapter, we present our method which is based on performing smooth
particle hydrodynamical (SPH) simulations to generate the density and velocity
distributions of baryons and then post-processing the outputs to solve for the
IGM temperature in presence of a UVB. For this purpose, we have developed
a module, called the “Code for lonization and Temperature Evolution” (CITE),
to evolve the IGM temperature from initial (higher) redshift to the final (lower)
redshift of our interest. While CITE works well in the low resolution simulation
which are suitable for the Lya forest at z < 0.5, the dynamical evolution of
SPH particles at finite pressure is an important effect when we consider high
resolution simulations that are suitable for the Ly« forest at 2 < z < 4. We show
that for high resolution simulation (2 < z < 4), we can account for the effect of
pressure smoothing by running a GADGET-2 simulation at elevated temperature
floor and using local Jeans scale. The advantage of this method is that it is
computationally less expensive and sufficiently flexible to account for variations
in the thermal history. Our analysis allows us to study the degeneracy between
various astrophysical parameters related to the ionization and thermal history.

This chapter is organized as follows. In Section [2.2] we describe our method
of modeling low-z (z < 0.5) Ly« forest. Details of the simulations, along with
our method of calculating the temperature evolution using CITE and generating
Lya forest using GLASS is discussed in Section [2.2.1], 2.2.3 and [2.2.4] respectively.
We discuss the method of simulating Lya forest at high-z (2 < z < 4) in Section

2.3l The method to account for the effect of dynamic pressure by smoothing (in
3 dimensions) the density and velocity fields over a local Jeans scale is described
in Section [2.3.2.2] Finally, we summarize our method in Section [2.4]
Throughout this thesis, we use flat ACDM cosmology with parameters given
in Table which is consistent with Planck Collaboration et al.| (2016). The
H 1 photoionization rate (I'gr) expressed in units of 1072 s7! is denoted as I'ys.

Unless mentioned all the distances are expressed in comoving co-ordinates.

2.2 Low-z Ly« forest

The Ly« forest arises from relatively low density and low temperature diffuse

medium which accounts for 90 per cent of the baryons at 2 < 2z <4
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(Bolton and Becker]2009; |Cen et al.[1994} Faucher-Giguere et al.|2008a; Hernquist|
et al.|[1996]; [Miralda-Escudé et al.|1996; [Paschos and Norman! 2005} Rauch et al.|
1997; |Zhang et al|[1995). On the other hand at low-z (z < 1.6), only a small
fraction (~ 30 — 40 per cent) of the baryons are in diffuse medium responsible
for Lya forest (Davé et al.|2010; Davé and Tripp|[2001}; [Shull et al.|[2015; [Smith|
et al|2011} Tepper-Garcia et al.|[2012; Theuns et al|/1998a)). It turns out that
a significant fraction (~ 30 — 50 per cent) of the baryons are in a phase known
as the warm hot intergalactic medium (WHIM) (Cen and Fang[2006; Cen and|
(Ostriker|[1999] 2006} [Davé et al.|2001], 2010} Lehner et al.|[2007; [Shull et al.|[2012;
Smith et al.[2011)) and they are difficult to detect in either emission or absorption

in the UV /optical bands. Hence to model the Ly« forest at low-z, one needs

simulation incorporating accurate thermal and ionization history.

2.2.1 Simulation

We generate the cosmological density and velocity fields using the smoothed par-

ticle hydrodynamic code GADGET—QD (Springel||2005]). The initial conditions for

the simulations are generated at a redshift z = 99 using the publicly available
code 2LP (Scoccimarro et al.[2012). We use 1/30" of the mean inter-particle

distance as our gravitational softening length. The simulation outputs are stored

at a redshift interval of 0.1 between z = 2.1 and z = 0. We use 2 simulation boxes
containing 5123 dark matter and an equal number of gas particles in a cubical
box. Both simulation boxes are 50h~! cMpc in size with different initial condi-
tions. We use these boxes to study cosmic variance. As shown by
(2011)), the phase distribution of baryons in simulation box at low-z is converged
if the box size 50h~! ¢cMpc or above. The simulations used in this work do not
include AGN feedback, outflows in the form of galactic wind or micro-turbulence.
Note that the gas heating due to hydrodynamical processes arising from structure
formation is incorporated in GADGET-2. However radiative heating and cooling
processes are not incorporated in GADGET-2 and we include them in post process-

ing step (see section [2.2.3). We use GADGET-2 with post-processing instead of

thttp://www.mpa.mpa-garching.mpg.de/gadget/
2http://cosmo.nyu.edu/roman/2LPT/
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GADGET-3 in order to probe the wide range of parameter space. Later in Chapter
[ we compare our results with those obtained using different simulations in the

literature.

2.2.2 Density, velocity and temperature

Each GADGET-2 output snapshot contains the position, velocity, internal energy
per unit mass and smoothing length [ of each smooth particle hydrodynamic
(SPH) particle. We evaluate the above quantities on a uniform grid in the box

using the smoothing kernel (Springel 2005),

2 3
1—6(3‘) +6<§) , 0<r<s
8 3
= — 2.1
0, 7>1

where r is the distance between the grid point and the particle position. The
density at the i** grid is simply the sum of density contribution from all particle

weighted by the smoothing kernel
N
pi =Y m; W(lryl, ), (2.2)
j=1

where N is the total number of particles, |r;;| is the distance between the i*" grid
point and j™ particle. m; and [; are the mass and smoothing length of the ;%

particle respectively. The overdensity at the grid point 7 is given by
Aj==, with p=—=5 pi (2.3)
P NiH

where p is the average density. In this work the symbol A is used for baryon
overdensity. The density weighted estimate of any quantity f at the i** grid
point is given by
N .
fi= Zl fi mj W(lrisl, 1), (2.4)
j=

where f; is the value of the quantity for the j* particle. The quantity f could be

one of the velocity components (v,, vy, v,) or the internal energy per unit mass
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u. The temperature of the gas as computed by GADGET-2, which we denote as

T,, can be obtained from the internal energy using the relation

2m
T,=>""
97 By

(2.5)

here we have assumed a monoatomic gas composition with the ratio of specific
heats given by 5/3. In the above expression, m, is the mass of a proton and kg
is the Boltzmann’s constant.

Fig. [2.1] shows a two-dimensional slice from our simulation box at z = 0.3.
The left-hand panel and middle panel shows, respectively, the overdensity (A)
and the temperature (7,) of baryons as obtained from the GADGET-2 output
snapshots. By comparing the left-hand and middle panels, one can see that the
temperature distribution broadly traces the density distribution. This is related
to the fact that the high density regions are heated because of hydrodynamical
processes. Hereafter we will refer to this heating simply as shock heating. The
temperature can be as high as ~ 10" K in the vicinity of collapsed objects. The
voids, on the other hand, remain extremely cool at temperatures ~ 10 K.

However, the above scenario does not capture all the relevant physics, in
particular the photoheating of the low-density gas by UVB to higher temperatures
and various cooling processes. It is indeed found from other simulations, that take
into account the additional heating and cooling processes (Hui and Gnedin![1997;
McDonald et al|[2001)), that the temperature and density follow a reasonably
tight relation (which we will refer to as the 7" — A relation) for mildly non-
linear densities, i.e. A < 10. As GADGET-2 does not include processes like the
photoheating and radiative cooling, we find that the resulting temperature (7})
and density relation does not show any power-law correlation.

This shortcoming has been addressed in subsequent versions of the GADGET,
e.g., GADGET-3 (as discussed in |Bolton et al. 2006) where one can perform the
simulation in presence of a UVB. In this work, however, we follow a slightly
different approach to account for the effects of photoionizing UVB and radiative
cooling. Our method involves post-processing the GADGET-2 output to calculate
the temperatures. We will show that this method produces results which are
consistent with other works. The advantage of our method, however, is that we

are able to explore the parameter space more efficiently without having to perform
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2. CODE FOR IONIZATION AND TEMPERATURE EVOLUTION

the full SPH simulation multiple times. In the following section we outline our
method to evolve the IGM temperature in the post-processing step using ‘Code

for Tonization and Temperature Evolution’ (CITE).

Overdensi
R

y (h™' eMpe)

- f )

ol= ; 7 Y Ole 4 ok 7o \ . |
0 10 20 30 40 50 0 10 20 30 40 50 0 10 20 30 40 50
z (b~ eMpc) z (b~ eMpc) z (h~' eMpc)
i — — | |/ N —— | i I —
-1.836 —-0.014 1.807 3.629 0.304 2.526 4.748 6.970 2.451 3.955 5.458 6.962
log(A) log(T,) log(T,)

Figure 2.1: Two-dimensional slices of width 0.1 A~! cMpc obtained from the
GADGET-2 output snapshot at z = 0.3. Left-hand panel: the distribution of baryon
overdensity A. Color scheme is such that red and blue color represent highest
density and lowest density regions respectively. Middle panel: the gas temperature
Ty from GADGET-2 (see section . Right-hand panel: the gas temperature T
predicted after evolving the temperature from z; = 2.1 (initially at 2z, Tp = 15000
K and 7 = 1.3) using our post-processing module CITE (see Section [2.2.3). The
highly overdense regions are at higher temperatures because of the shock heating
resulting from the structure formation. The color scheme in middle and right-hand
panel is such that red and blue color corresponds to highest temperature and lowest

temperature regions respectively.

2.2.3 Code for Ionization and Temperature Evolution (CITE)

The temperature evolution equation for an overdense region in the IGM is given
by (Hui and Gnedin/|1997)),

dr _ <—2HT+ (2.6)

OT dA  dTup, T o4y, X, 2 d
- n hk>+ > aQ

3A dt dt S X, dt Skgny dt’

In the above equation the first three terms on right hand side (i.e., those in

the large parenthesis) represent, respectively, the rate of cooling due to Hubble
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2.2 Low-z Ly« forest

expansion, adiabatic heating and/or cooling arising from the evolution of the
densities of gas particles and the change in temperature because of shocks which
can be an important source of heating at low redshifts (Davé et al.|[2001; Davé
and Tripp 2001). These three mechanisms are taken into account in the default
run of the GADGET-2. The fourth term on the right hand side represents the
change in internal energy per particle arising from the change in the number
of particles. The last term accounts for other heating and cooling processes,
e.g., photo-heating and radiative cooling. The radiative cooling processes can, in
principle, include cooling from recombinations, collisional ionization, collisional
excitation, inverse Compton scattering and free-free emission.

As we discussed earlier, the default run of GADGET-2 results in temperatures
that are too low at low densities, and does not show the tight 7'— A correlation at
low to moderate overdensities. Therefore it is important to incorporate the effects
of photoheating arising from the UVB to rectify the two problems. The method

we follow to account for the photoheating and radiative cooling is as follows:

1. We start with the output snapshots at a moderately high redshift, in our
case it is taken to be z; = 2.1. This is an optimum redshift for our purpose
as the He II reionization is likely to be completed by then (Khaire and
Srianand|[2013; [Kriss et al.|2001; Shull 2004; Theuns et al.|[2002a; Worseck
et al.||2014; Zheng et al|2004) and thus the ionizing radiation can be taken
to be uniform. If all the gas particles at z; follow a power-law equation of

state, then the temperature would be given byE|
T'=T(z) =Ty A7 for A< 10

2.7
=T, 107! for A > 10, 27)

where Ty and v are free parameters. We have assumed that the high den-
sity gas with A > 10 is able to cool via atomic processes and hence have
temperatures smaller than what is implied by the power-law (Theuns et al.
1998b). Note that the temperature obtained using Eq. , in general, will
be different from that obtained from the GADGET-2 output which we denote
as Ty1 = Ty(z).

'We varied the A cutoff in Eq. from 10 to 5 and 15 and found that the resulting T'— A
relations at low-z are not sensitive to our choice of this cutoff.
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2. CODE FOR IONIZATION AND TEMPERATURE EVOLUTION

To obtain the actual temperature of a gas particle, we use the following
argument: If T,, > T for that particle, then it may have been shock
heated in a recent time step, and hence must have moved away from the
T — A relation. In that case the particle temperature is taken to be T},
Otherwise we assume the particle temperature to be following the equation

of state and assign it as T;.

We calculate the initial fractions of different ionized species (i.e., fraction of
all ionization states of hydrogen and helium and hence the fraction of free
electrons) by assuming ionization equilibrium to hold at the initial redshift
z1 = 2.1, which is a reasonable approximation for optically thin gas in the
post-He 1I reionization era (Becker et al.|2011; Bolton et al.|2008). At this
redshift we used I'yy consistent with QSO dominated (fesc = 0) Khaire and
Srianand, (2015a)) (hereafter KS15) UVB.

2. Given the initial temperature and the ionization fractions, it is straightfor-
ward to calculate the last two terms on the right hand side of Eq. [2.6] The
expressions for the heating and cooling rates used are taken from [Theuns
et al.| (1998b)) (for similar expressions see [Katz et al.|1996; Sutherland and
Dopital (1993 [Weinberg et al. [1997; Wiersma et al.|2009)). To estimate the
photo-heating rate at any given z, we used QSO dominated (i.e. feose = 0)
KS15 UVB model.

3. To obtain the particle temperature at the next redshift zo = 23 — Az, we
first compare the GADGET-2 temperatures 7} ; and Ty at the two redshifts
and thereby check whether the gas particle is shock heated within that time
interval. If for a particle T, 5 < T, then the particle is not shock heated.
In this case we solve the Eq. by neglecting third term (i.e., the one
corresponding to the shock heating) on the right hand side. However if the
particle is shock heatedﬂ Ty2 > Ty 1 then we solve the same equation taking

into account all the terms.

'We self consistently check if the particle is shock heated by solving Eq. for GADGET-2
temperatures i.e., by using only the terms in the parenthesis on right hand side of Eq. @
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2.2 Low-z Ly« forest

4. For redshift z; we solve non-equilibrium ionization evolution equation to
calculate various ionization fractions. In addition to the photoionization,
we also include the collisional ionization in the non-equilibrium ionization

evolution equation.

5. We then repeat the step [2| to [4] for subsequent redshifts and evolve the

temperature of all the gas particles to our desired redshift.

Since the differential Eq. is “stift”, it tends to be numerically unstable if the
time-step between two snapshots is too large. To circumvent such difficulties, we
divide the time-step between two neighboring redshifts into 100 smaller steps.
We linearly interpolate the GADGET-2 temperature and densities for these inter-
mediate time-steps. We have checked the effect of varying number of time-steps
on T — A relation and found that the results converge as long as the number of
intermediate steps is 50 or more. We incorporated the above method in a module
called Code for Ionization and Temperature Evolution ‘CITE’

The middle and right-hand panels in Fig. show the comparison between
GADGET-2 temperature (7,) and temperature from CITE (7). Note that the
temperature scales in middle and right-hand panels are different. The highest
temperature due to hydrodynamical processes is nearly same for T, and 7. But
the lower temperature scale is considerably different due to additional processes
incorporated through CITE. On an average, T, also traces the density field shown
in left hand panel of Fig. 2.1}

Fig. shows the resulting distribution at z = 0.3 in the 7' — A plane,
which is often called as the “phase diagram”. Note that the temperature and
density plotted in the figure are volume-averaged, i.e., they are calculated by
using the SPH kernel (see Eq. . For the plot we shoot 20000 random lines
of sight through simulation box and calculate temperature and density on the
grid points. The initial values at z; = 2.1 are chosen to be Ty = 15000 K and
v = 1.3 (we refer to these values as initial Ty and ), the corresponding equation
of state is shown by the red dashed line. The color coding represents density
of points in logarithmic scale (i.e., the red color represents highest density of
points). We can see from this figure that our simulation using CITE is able to

produce the equation of state at low and moderate overdensities. In fact most of
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2. CODE FOR IONIZATION AND TEMPERATURE EVOLUTION

the grid points follow a power-law T'— A relation (black dashed line) described by
Ty = 4902 K and v = 1.53 (at z = 0.3) which is consistent with results from other
low-z hydrodynamical simulations (Davé et al[|2010; Davé and Tripp|2001; Shull
et al.| 2015, 2012; |Smith et al.[2011} Tepper-Garcia et al.|2012). It is interesting to
note that a significant fraction of points are at very high temperatures 7' > 105 K

forming WHIM. We defer a detailed comparison of our simulations with those

available in the literature to Chapter [4]

—3.6
—3.0
&
éo —2.4

- T,=15000, y=1.30
--- T,=4902, y=1.53

£e i I I I I
-2 -1 0 1 2 3 4
log(A)

Figure 2.2: Distribution of grid points in the T — A plane at z = 0.3 when the
temperatures are estimated using CITE (see Section [2.2.3|for details of c1TE). The
color scale indicates the density of points are shown (in logarithmic scale). At the
initial redshift zq; = 2.1 the values of the free parameters are chosen as Ty = 15000K
and v = 1.3 (model T'15 — v1.3 in Table [4.2)), to define the effective equation of
state of the IGM shown by the red dashed line. The final equation of state at
z = 0.3 is best described by parameters Tp = 4902 K and v = 1.53 (black dashed

line).

2.2.4 Generating Lyman Alpha forest Spectra in Simula-
tion (GLASS)

We have developed a module for “Generating Ly-Alpha forest Spectra in Simula-
tion” (GLASS) by shooting random lines of sight and storing the gas overdensities
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2.2 Low-z Ly« forest

A, component of velocities and the CITE temperatures T on grid points along
the line of sight. Assuming that there is no significant evolution in the gas prop-
erties within the redshift bin, we splice together the lines of sight in such a way
that it covers a redshift path identical to the observed spectra. The spectra of
the Ly« transmitted flux (F') are generated using the procedure given in |Choud-
hury et al.| (2001) and Padmanabhan et al. (2015). There are essentially four
steps in simulating the spectra: (i) The temperature, baryonic density field and
peculiar velocity along the sightline is calculated using Eqgs. to as ex-
plained in Section 2.2.2} (ii) The neutral hydrogen density (nu) field along a
sightline is obtained from the baryonic density field assuming photoionizing equi-
librium with UVB; (iii) The nyy field is then used for calculating the Lya optical
depth 7 at each pixel accounting for peculiar velocity effects and the thermal and
natural widths of the line profile; (iv) The transmitted flux is given simply by
F = exp(—7). Note that the spectra thus generated depend on initial conditions
of the model (at z; = 2.1 refer Table and the photoionization rate 1y (I'yy
in units of 107!2 s71) at the redshift of interest (z < 0.5). To arrive at different
self-consistent combinations of the two parameters Ty and v at the redshift of in-
terest, we vary these two parameters at the initial redshift z; = 2.1 and calculate
the temperature for each gas particle using CITEE| mentioned in Section and
Table 4.2

In Fig. 2.3, we show a comparison of simulated absorption spectrum along a
random line of sight through our simulation box (bottom panel) with observed
Lya forest spectrum towards a QSO 3C57 (Danforth et al.|2016). In order to
enable fair comparison with the observational data, we resample the simulated
spectra (by linear interpolation) to match the resolution of observed data and
then convolve with the line spread function (LSF) of the instrument (in this
case HST-COS, see Chapter [5| for details). Finally, we add random noise to

each spectrum in accordance with the SNR of the observed data. Note that in

IThere is an apparent inconsistency in our analysis because the temperature evolution is
calculated for a fixed value of the photoionization rate (e.g., that given by KS15), while we vary
the same quantity I'12 at the redshift of interest treating it as a free parameter. This, however,
does not affect our results as the obtained gas temperatures (at z < 0.5) are insensitive to the
assumed value of the I'5 (at z < 2.1).
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Figure 2.3: Top panel shows the observed Ly« forest (after the metal lines and
higher order Ly series lines are removed and replaced by a continuum added with
random noise) towards the QSO 3C57 (Danforth et al|2016). Bottom panel shows

the simulated spectrum towards a random line of sight in our simulation box. The

simulated spectrum is convolved with the appropriate line spread function of HST-
COS and added with noise having SNR similar to that of 3C57.

observed spectrum, the metal lines and higher order Ly series lines are removed
and replaced by a continuum added with random noise of same median SNR. One
can see that the simulated spectrum is qualitatively quite similar to the observed
one shown in the top panel.

In Chapter {4 we show the consistency of our simulations with other low-z
simulations available in the literature. Despite offering consistency and flexibility,
the obvious shortcoming of CITE is that the diffuse gas is evolved dynamically at
effectively zero pressure (because of its low temperature), rather than the pressure
it would have if it were at T' ~ 10* K typical of photoionized gas. Thus dynamical
impact of diffuse IGM pressure is not modeled self-consistently in CITE. However,
the consistency of CITE with other simulations discussed in Chapter [4] suggests
that this is not severe shortcoming at low-z. This indicates that the evolution
hydrodynamic simulation with low pressure is not distorting the properties of
Lya forest for the spatial resolution typically achieved in the low-z simulations
that are used to reproduce HST-COS data.

2.3 High-z Ly« forest
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2.3 High-z Lya forest

While CITE works well in the low resolution simulation (~ 48 ckpc) as shown in[4]
the dynamical evolution of SPH particles at finite pressure is an important effect
when we consider high resolution simulations (e.g. ~ 10 ckpc, typically achieved
with echelle spectrograph). In this section, we present a method to account for
this effect by smoothing (in 3 dimensions) the density and velocity fields over a

local Jeans scale.

2.3.1 Simulation

We again use the publicly available GADGET—ZH (Springel|2005)) to perform smoothed
particle hydrodynamical simulations used in this study. The initial conditions
were generated at z = 99 using the publicly available 2LPTE| code (Scoccimarro
et al[[2012). We use 1/30*" of the mean inter-particle distance as the gravita-
tional softening length. The GADGET-2 simulation does not include radiative
heating and cooling of the SPH particles internally. As a result, the unshocked
gas particles (in the low density regions) are evolved at very low temperature
(~ 100 K) and pressure. However, the simulation allows one to set the minimum
allowed gas temperature (referred as temperature floor) to higher values. In this
work, we perform two simulations using GADGET-2: (i) G2-LTF with low tem-
perature floor ~ 100 K and (ii) G2-HTF with high temperature floor ~ 10000
K (corresponding to typical IGM temperatures due to photoheating). An unique
identification number is assigned to each particle in GADGET-2 and is used for
tracing its density and temperature evolution.

We also perform a GADGET-3 simulation (a modified version of the publicly
available GADGET-2 code, see |Bolton et al.[2006]) with the same initial conditions
as the GADGET-2 simulations discussed above. Unlike GADGET-2, the GADGET-
3 simulation includes radiative heating and cooling of SPH particles internally
for any given UVB. To speed up the calculations, we ran the simulations with
QUICK_LYALPHA flag that converts particles with A > 1000 and T' < 10° K
into stars (Viel et al.|2004a) and removes them from subsequent calculations.
We found that particle IDs are not unique when the QUICK LYALPHA flag is

Thttp: //wwwmpa.mpa-garching. mpg.de/gadget/
2http://cosmo.nyu.edu/roman/2LPT/
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Table 2.1: Details of our simulations described in Section [2.3.1

Model ‘ GADGET-3 G2-LTF G2-HTF
N-body code GADGET-3 GADGET-2 GADGET-2
Initial redshift! 99 99 99
Box size (h™' ¢ Mpc) 10 10 10
Number of particles 2 x 5123 2 x 5123 2 x 5123
UVB? HM12 HM12 HM12
Ionization evolution? Equilibrium Equilibrium Equilibrium
T and A evolution Internal Post-process (CITE) | Post-process (CITE)
SFR Criteria® QUICK_LYALPHA — -
Output redshifts 6.0,5.9,---,2.0 6.0,5.9,---,2.0 6.0,5.9,---,2.0
Temperature floor? — ~ 100 K ~ 10000 K
Smoothing kernel type® SPH Modified Modified

W (r, h) W'(r, h, L,) W'(r,h,0.66 x L)

L All simulations (i.e. GADGET-3, G2-LTF and G2-HTF) are performed using same initial
condition.

2 The default run of GADGET-3 solves equilibrium ionization evolution equation using [Haardt
and Madau| (2012} hereafter HM12) UVB.

3 The QUICK_LYALPHA flag in GADGET-3 converts gas particles with A > 1000 and T <
10°K in to stars.

4 The minimum allowed temperature of the gas particle in simulation is set by the temperature
floor.

®To account for pressure smoothing in G2-LTF and G2-HTF model, the smoothing kernel
is modified by convolving SPH kernel with Gaussian kernel of pressure smoothing in the
post-processing step. The pressure smoothing is already accounted for in the default run of
GADGET-3 model.

enabled. None of our simulations (i.e., GADGET-2 or GADGET-3) include AGN
feedback, stellar feedback or outflows in the form of galactic wind. The details of

our simulations are listed in Table [2.1]

2.3.2 Method

The Ly« optical depth is calculated by evaluating the overdensity (A), tempera-
ture (T") and velocity (v) on grid points along a given sightline in the simulation
box. Unlike GADGET-3, the T'— A relation obtained in GADGET-2 is not realistic

as the radiative heating and cooling terms are not incorporated. At moderate
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2.3 High-z Lya forest

to low resolution, the overdensity and velocity fields from GADGET-2 matches
well with those from GADGET-3 as shown in panel (a) and (b) of Fig. [2.4, This
resolution (gas particle mass dm ~ 1.26 x 107 h=! Mg, pixel size dx ~ 48.8 h=*
ckpc) is appropriate for low-z (z < 0.5) Lya forest studies with instruments like
the HST-COS (Gaikwad et al.|2017b.c). However GADGET-2 does not capture
the effect of finite gas pressure in the hydrodynamical evolution of the photoion-
ized gas. This effect becomes important at smaller scales probed well in high
resolution (gas particle mass dm ~ 1.01 x 10° h=1 My, pixel size ~ 9.77h~! ckpc)
spectra of Lya forest at high-z (z > 1.6). This is illustrated in the panel (c) and
(d) of Fig. 2.4 where the density and velocity fields obtained in GADGET-3 can be
seen to be smooth as compared to those in GADGET-2. Our method of evolving
the gas temperature using GADGET-2 + CITE, as discussed in (Gaikwad et al.
(2017b), does not account for the effect of finite gas pressure on the evolution of
density and velocity fields.

In this work, we present a method to account for the effect of gas pressure in
GADGET-2 + CITE for high resolution Ly« forest simulations. Fig. shows the
outline of our procedure whose main steps are as follows: (1) First we estimate
the temperature of the GADGET-2 particles accounting for the radiative heating
and/or cooling (Gaikwad et al.|2017b)). Depending on the requirements of the
problem, the ionized fraction can be calculated either under equilibrium or non-
equilibrium conditions. (2) We then calculate the Jeans length for each particle
assuming the particles to be in local hydrostatic equilibrium (Schaye |2001). We
smooth the density field by modifying the SPH kernel suitably to account for
the pressure smoothing. (3) We then use the equation of state to calculate the
temperature on the grids (Hui and Gnedin [1997) for particles that do not go
through any shock heating. (4) Finally we calculate the Ly« optical depth using
the density, velocity and temperature along the sightline (Choudhury et al.|2001)).

We discuss all these steps in more details below.

2.3.2.1 Temperature evolution in GADGET-2 using CITE:

We evolve the temperature of the particles in GADGET-2 using CITE as discussed

in details in Section [2.2.3l However, in this case we start at initial redshift
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Figure 2.4: Panels (a) and (b) compare the line of sight density and velocity fields
respectively from GADGET-3 (black dashed curve) and GADGET-2 (red solid curve)
simulations for a low resolution simulation box at z = 2.5 (box size L = 50h~!
cMpc, gas particle mass dm ~ 1.26 x 107 h~! My and pixel size 0z = 48.8h~!
ckpc). Panels (c) and (d) are same as panels (a) and (b) respectively except that
these are obtained from high resolution simulation boxes at z = 2.5 (size L = 10h~!
cMpc, gas particle mass dm ~ 1.01 x 10° h~! M, and pixel size dz = 9.77h~! ckpc)
used in this paper. GADGET-2 models for low and high resolution boxes were

performed with the temperature floor of ~ 100 K.
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Figure 2.5: Schematic diagram showing main steps adopted in our post-processing
method of obtaining Ly« forest spectra from GADGET-2 taking into account radia-
tive cooling and heating effects externally. The basic steps involved in our method
are as follows: (1) We calculate the temperature of each particle at each redshift
using CITE and obtain the thermal history parameters Ty and . (2) Given T' and A
of particles, we apply pressure smoothing to get new Apew and vpnew on grids for a
simulation box at a redshift of interest. (3) For this new A on grid points, we apply
power-law equation of state using thermal history parameters Ty and v obtained
in the previous step. (4) We calculate Ly« optical depth from the simulation box

using our routine GLASS.

z1 = 6.0. We choose Ty = 7920 and v = 1.52 at z; = 6.0 in order to match
with those from GADGET-3 at the same redshift for HM12 UVB. We follow the
same steps given in Section [2.2.3] to obtain the temperature of the particle at
lower redshifts (2 < z < 4). We solved both equilibrium (and non-equilibrium)
ionization evolution equation and obtain the thermal history.

Fig. shows comparison of T"— A relation of SPH particles obtained from
GADGET-3 (left panel), G2-LTF (middle panel) and G2-HTF (right panel) at z =
2.5 for equilibrium ionization evolution. Qualitatively, the T'—A relation from G2-
LTF and G2-HTF is remarkably similar to that from GADGET-3. The differences
at A > 1000 and T < 10° K can be attributed to the QUICK _LYALPHA flag
employed in GADGET-3 (see Appendix for more details). For each model,
we calculate median temperature (black star points) in log A bins with centers at
—0.375,—0.125,0.125,0.375 and bin width 0.125 (indicated by magenta dashed
vertical lines). We then fit power law relation 7' = Ty A7~! to obtain the best fit
Ty and v (Hui and Gnedin||{1997; McDonald et al.|[2005)). The fitted equation of

state is shown by black dashed line in each panel.
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Figure 2.6: T — A relation of the SPH particles from GADGET-3 (left panel),
G2-LTF (middle panel) and G2-HTF (right panel) at z = 2.5. The temperature
in the G2-LTF and G2-HTF models are obtained in the post-processing step of
GADGET-2 using CITE (see section . The magenta dashed vertical line shows
bins in log A. We calculate median T' (black stars) in these A bins and fit power-law
relation 7' = Ty A7~ to obtain Ty and . The resulting equation of state is shown
by black dashed line. We use QUICK__LYALPHA flag in GADGET-3 which converts
gas particles with 7' < 10° K and A > 1000 into stars and removes from subsequent
calculations. No such star formation criteria is applied in G2-LTF and G2-HTF
models (see Appendixfor more details). The colour scheme represents density

of points in logarithmic unit.
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Figure 2.7: Comparison of the thermal history parameters (T and ) evolution
from G2-HTF with GADGET-3 (gray stars) and [Puchwein et al| (2015, magenta

up-triangles for non-equilibrium and blue down-triangles for equilibrium ionization
evolution). CITE is started at z = 6.0 with initial conditions Ty = 7920 and
~v = 1.52 same as those obtained in GADGET-3 at that redshift (see section for
details). We run CITE using equilibrium (red filled circles) and non-equilibrium
(green diamonds) ionization evolution equation. Note that the default version of

GADGET-3 solves equilibrium ionization evolution equation.
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Fig. shows the redshift evolution of best fit Ty (top panel) and ~ (bottom
panel) for G2-HTF, GADGET-3 and Puchwein et al. (2015) models for equilib-
rium and non-equilibrium ionization evolution cases. The evolution of T and ~
obtained from CITE for the equilibrium ionization case is remarkably similar to
those obtained from the GADGET-3 run and [Puchwein et al. (2015)]

As mentioned earlier, we can also solve for non-equilibrium ionization evolu-
tion equation using CITE. The T} evolution for non-equilibrium case from [Puch-
wein et al.| (2015, magenta dashed curve) is also consistent with that from G2-HTF
with the maximum difference being less than 2.5 per cent (seen at z ~ 3.5). Since
the default version of GADGET-3 solves the ionization evolution equation under
equilibrium conditions, hereafter we present the results for equilibrium ionization

evolution equation while comparing our method with GADGET-3.

2.3.2.2 Jeans length of SPH particle in GADGET-2:

In this section, we explore the possibility of using local pressure smoothing in the
GADGET-2 simulations to reduce the shortcomings highlighted in panels (c¢) and
(d) of Fig. 2.4 We choose to smooth the density field in G2-LTF or G2-HTF on
the scales of Jeans length of the particles to account for the pressure smoothing.
Assuming the Lya absorbers to be in local hydrostatic equilibrium, Schaye| (2001))
showed that the Jeans length can be obtained by equating dynamical time with
sound crossing time and is given by

L T 1-Y f, lem™3 059]"

~ 0.52
1kpc “110°K C 076 1016~ ng . n

(2.8)

where T' is temperature, ngy is number density of H, Y is He fraction by mass,
u=4/(8 —5Y) is the mean molecular weight (assuming fully ionized H and He)
and f, is fraction of total mass in gas phase. For the scales of interest here f, is
close to its universal value €y, /€y, ~ 0.16. It should be emphasized that the Jeans
length depends on the density and temperature and hence is different for each
particle. The above equation is not valid for Lya absorbers with characteristic

densities smaller than the cosmic mean (A ~ 1, Schaye 2001). Hence we ignore

!The differences between the values of Ty and + calculated from G2-LTF and G2-HTF are
less than 0.1 per cent.
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the pressure smoothing for such particles and retain only the SPH smoothing.
We now explain how the effect of pressure smoothing is incorporated in G2-LTF
or G2-HTF by modifying the SPH kernel.

Smoothing kernel

The estimate of a quantity f at any grid point 4 in the SPH formulation (Mon-
aghan| 1992 Springel 2005)) is given by ,

fi = Z fi 7;% Sij (2.9)

where the summation is performed over all particles. the quantities mj, p;, f;
are the mass, density and value of the quantity f of j** particle, respectively.
The quantity f could be overdensity (A), temperature (T") or any component of
the velocity (v). The smoothing kernel, S;;, has units of inverse of volume and
in general depends on the distance (r;;) between i grid point and ;™ particle.
It is necessary for S;; to satisfy the following normalization condition in order
to conserve the quantity f (in particular mass) in SPH formulation (Monaghan

1992),

v

where the integration is over volume V.

We use the following smoothing kernels for various simulations,

W(ri;, h;), For GADGET-3
Siy=1{ W(ry,hj1x L),  For G2-LTF (2.11)
W’(T’Z’j, hj, 0.66 x Lj), For G2-HTF

where h; and L; are smoothing length and Jeans length (given by Eq. of the
4 particle respectively.

The smoothing kernel used for GADGET-3 is same as SPH kernel given in
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Springel (2005) and has following form,

2 3
1—6(,3) +6<,’;>, 0<5<35
) = 3 2.12
W(r,h) =Wy 2<1_2>, Lo (2.12)
0, 7>1

where Wy = 8/(7h?) is normalization constant of SPH kernel.
The pressure smoothing can be well approximated by a Gaussian (Gnedin
and Hui 1998} |[Kulkarni et al. 2015)). Hence we modify the smoothing kernel by

convolving SPH kernel with Gaussian kernel of pressure smoothing
W'(r, h, o) :/ By W(rs, h) G(|r — &1, 0) (2.13)

where the Gaussian kernel is assumed to be isotropic and is given by

1 P — x4 |?
G~ 11:0) = G =9~ 5
iy (2.14)
1 (r*4+r{ —2rr; pn
= ———— exp|—
(2m02)3/2 P 202

with p being the cosine of the angle between r and x; and o the width of the
Gaussian which in turn depends on the Jeans length. At this point let us highlight

some of the key properties of W'(r, h, o) which are relevant for our calculations:

« Both W(r, h) in Eq. and W' (r, h,o) in Eq. satisfy the normaliza-
tion condition given in Eq. [2.10]

o The kernel in eq. does not have a closed form analytic solution, hence
we need to calculate it numerically (See Appendix for more details).

o Unlike W(r, h), W(r, h, o) does not have a compact support as the Gaussian
is non-zero at large distances. Hence we put a cutoff such that if distance
between particle and grid is more than h+30, the contribution of W’ (r, h, o)

is zero. Mathematically,

W'(r,h,o) 0<r < (h+30) (2.15)
r> '

W'(r,h,o) = {

9
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We find that this cutoff does not have any significant effect on the density,

velocity or temperature estimates as long as it is taken to be > h + 30.

e The amount of pressure smoothing in Eq. is decided by the width o of
the Gaussian. The SPH particles in G2-HTF are evolved at relatively high
temperature (T ~ 10* K) and pressure as compared to G2-LTF (T ~ 100
K). Assuming power-law T — A relation and using L o (T/A)'/? (from Eq.
2.8]), it can be shown that the additional pressure smoothing required in
G2-HTF model is less than by a factor of ~ 1.5 as compared to G2-LTF

model.

o This way of modifying smoothing kernel and estimating quantities along
sightlines allows us to account for two important effects: (i) the variation in
pressure smoothing for different particles at any epoch and (ii) the evolution
of pressure smoothing scale for any particle at different epochs. Note that
the pressure smoothing experienced by a particle in the GADGET-3 simu-
lation depends on the whole thermal history and not only on the present
temperature as we do in our case (Kulkarni et al.||[2015; |Luki¢ et al.|[2015]).
However, as we will discuss later, this does not seem to have too large an

effect on the Lya forest statistics used in our analysis.

2.3.2.3 Estimation of the temperature field on a grid:

After calculating the overdensity (A) and velocity field (v) on a grid along a given
sightline using Eqs [2.942.14] we can also estimate the temperature (7") along the
same sightline using the same equations. However, the resultant T"— A relation
is not a power-law anymore. This is because the temperature of the particle from
CITE in the first step is calculated using GADGET-2 density field that does not
incorporate the pressure smoothing. Hence we need to calculate the temperature
corresponding to the new density field with the pressure smoothing incorporated.
In principle, we can again use CITE on the new smoothed density field and calcu-
late the temperature. However, we found that this is computationally expensive

because we need to calculate the smoothed density field on the grid along the
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sightline for all redshifts i.e. z =6.0,5.9,---,2.6,2.5. Hence we adopt a simpli-
fied approach of applying power-law 7' — A relation (Choudhury et al.|2001; [Hui
and Gnedin|/1997))
To A1 A<10
T={ Ty 107"}, A>10 (2.16)
Tshock s Tshoek > T

where Ty and v are obtained from fitting the T — A relation for particles as
explained in Step (1) (also see Fig. [2.7). The last relation implies that if a
particle is shock heated then its temperature is not updated. We note that this
approach produces consistent results with running CITE on the new density field

and does not make any significant difference to our results.

2.3.3 Transmitted Lya flux

We used our module GLASS (see Section for details) to calculate the trans-
mitted Lya flux that has signal-to-noise ratio and spectral resolution similar to
the observational data. We treat the H 1 photoionization rate (I'yy) as a free
parameter. When comparing with observations, the Lya flux field is linearly
interpolated to match the wavelength sampling of observations. The Lya flux
field is then convolved with line spread function (LSF) of the spectrograph used
in the observation. In this work we assume that the LSF is a Gaussian with a full
width at half maximum, FWHM ~ 6 kms™!, typical of UVES or HIRES spectra.
Finally we add Gaussian random noise corresponding to a typical SNR=25 sim-
ilar to what has been frequently achieved in echelle spectrographic observations
with VLT and KECK that are used for Ly« forest studies.

A comparison of slices (width ~ 10 ckpc) of the overdensity (log A), velocity
(along x axis, v,) and temperature (logT') fields on grids from a simulation box at
z = 2.5 are shown in Fig. 2.8 The top, middle and bottom rows show slices for
GADGET-3, G2-LTF and G2-HTF respectively. The log A, v, and log T fields are
sharper in the G2-LTF model (in particular in low density regions) as compared
to the GADGET-3 model. On the other hand the log A, v, and logT' fields from
G2-HTF model are similar to those from GADGET-3.
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Figure 2.8: Slices of width ~ 10 ckpc from a simulation box at z = 2.5 for
GADGET-3 (top), G2-LTF (middle) and G2-HTF (bottom). Left, middle and right
panels in each row show overdensity (log A), velocity component (v,) along x axis
and temperature (logT) field respectively. The colour scheme represents density
of points in logarithmic unit. We shoot a sightline parallel to x axis through
simulation box in each model as shown by horizontal dashed line in each panel.

We extracted log A, v, and logT along this sightline for each model and plotted
in Fig. .
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— GADGET-3 G2-LTF -- G2-HTF

x (h~! Mpc)

Figure 2.9: Line of sight comparison of overdensity (panel (a), log A), velocity
(panel (b), v, in kms™!), temperature (panel (c), logT) and Lya flux (panel (d),
F) for GADGET-3 (black solid line), G2-LTF (blue dotted line) and G2-HTF (red
dashed line) from a simulation box at z = 2.5 as shown in Fig. E The Lya flux

is not convolved with any LSF and no noise is added to the flux.
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We shoot a sightline from each of these slices as shown by horizontal dashed
line and extract the log A, v, and log T fields as shown in panel (a), (b) and (c)
of Fig. 2.9 respectively. The line of sight log A, v, and log T fields from G2-LTF
and G2-HTF are very similar to those from GADGET-3. However, in general
the variations in these fields for G2-LTF model are slightly more compared to
GADGET-3 and G2-HTF models. The panel (d) of Fig. [2.9 shows the Lya
transmitted flux calculated along sightlines shown in Fig. for GADGET-3, G2-
LTF and G2-HTF models. Visually the Lya transmitted fluxes from different
models are very similar, despite the differences in log A, v,, logT" fields for these
models. The Ly« flux in this example is not convolved with LSF and is free of
noise.

We perform a quantitative comparison and consistency of the Lya forest
spectra extracted from different models using eight different statistics in Chapter
M Treating the GADGET-3 model as the reference, we show the recovery of H 1

photoionization rate (I'yy).

2.4 Summary

With the advent of high quality observations, an efficient method to simulate the
Ly« forest would be useful for parameter estimation. Current state-of-art simu-
lations like GADGET-3, though reproduce observational properties of Ly« forest
very well, are computationally expensive for large parameter space exploration.
We have developed a set of post processing modules to model the thermal, ion-
ization history of the IGM and to generate Lya optical depth along different

sightlines. The main results of this chapter are as follows:

o We developed a new module “CITE” to evolve the temperature of the IGM
from high redshift 2.1 to 0 in the post-processing step of the GADGET-2
simulation taking into account various photo-heating and radiative cool-
ing processes. CITE provides flexibility to (i) simulate the non-equilibrium
evolution of thermal and ionization state of the gas, (ii) incorporate the

radiative cooling for a wide range of metallicities and (iii) include heating
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due to non-standard sources like cosmic rays and high energy ~-rays from

Blazars.

o We further develop a module GLASS to calculate the Lya transmitted flux
that has SNR, spectral resolution and line spread function (LSF) effects
similar to the observational data. The spectra generated using our method

are remarkably similar to the spectra observed using HST-COS at z < 0.5.

o For the resolution used in the above study (at z < 0.5, gas particle mass
dm ~ 1.26 x 107 h=! Mg, pixel size dx ~ 48.8h~! ckpc), the pressure
smoothing of baryons is not a major issue. However, for studying the high-
z (2 < z < 4) Lya forest one usually uses higher resolution echelle data.
When we use appropriate high resolution (gas particle mass ém ~ 1.01 X
10° h=' M, pixel size dx ~ 9.77 ckpc) simulation boxes, we notice that the
density (A) and velocity (v) fields are smoother for GADGET-3 as compared
to those from GADGET-2. This is because (i) the temperature of the SPH
particles in GADGET-2 is not calculated self-consistently (photo-heating and
radiative cooling terms are not accounted for), (ii) the gas (in particular the
unshocked gas) is effectively evolved at zero pressure in GADGET-2 and (iii)
the local Jeans length of the particles, responsible for pressure smoothing

in GADGET-3, is comparable to the resolution of the simulation box.

e In this chapter, we show that by running a GADGET-2 simulation with el-
evated temperature floor and using local Jeans smoothing we are able to
circumvent the above mentioned shortcomings of our method in the high
resolution simulations. The basic idea is to apply additional smoothing in
GADGET-2 by a local Jeans length at the epoch of our interest. However, it
is well known that the smoothing in GADGET-3 is not only decided by the in-
stantaneous density and temperature of the particles but also to some extent
by the thermal history of the particles. To illustrate this, we perform three
high resolution simulations (gas particle mass dm ~ 1.01 x 10°h~1 M, pixel

size dx ~ 9.77 ckpc) with same initial conditions (i) G2-LTF: GADGET-2
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with low temperature (7" ~ 100 K) floor in which local Jeans length is de-
cided by instantaneous density and temperature and (ii) G2-HTF: GADGET-
2 with high temperature (T' ~ 10* K) floor in which even the unshocked gas
is evolved at with a pressure appropriate for a photoionized gas at T = 10*
K and (iii) GADGET-3: a reference model for comparison with G2-LTF and
G2-HTF model.

e For G2-LTF and G2-HTF models, we first estimate the temperature of
SPH particles in GADGET-2 using our code CITE. We modify the smoothing
kernel to account for pressure smoothing and estimated the density, velocity
field on grids. We found that the line of sight density and velocity from
our method matches well with that from GADGET-3. We generate the
Ly« forest spectra by shooting random sightlines through simulation box
in all the 3 models. The resulting Ly« forest spectra along sightline are

remarkably similar in the G2-HTF and GADGET-3 methods.

o We obtain the evolution of thermal history parameters 7 and v by esti-
mating the temperature of the SPH particles from cITE. The Ty and v
evolution from G2-HTF and G2-LTF is in very good agreement with that
from GADGET-3. CITE also provides us with enough flexibility to solve the
non-equilibrium ionization evolution equation. The Tj and ~ evolution for
non-equilibrium case is considerably different (7} is larger by ~ 60 percent
and ~ is smaller by 15 percent at z = 3.7) than that for equilibrium case.
The Tj evolution for non-equilibrium case from our method is consistent
with that from Puchwein et al.| (2015, difference less than 2.5 percent).

2.5 Appendices

2.5.1 Star formation criteria

To speed up the calculations in GADGET-3, we use QUICK_LYALPHA flag that
converts gas with A > 1000 and 7' < 10° K into stars. In order to study its
effect on our method, we apply the same criteria to the G2-HTF model. The
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GADGET-3 + QUICK_LYALPHA G2-HTF G
P eec waeE = T B e e et . -
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Figure 2.10: Left, middle and right panel shows the T'— A relation for GADGET-
3, G2-LTF and G2-LTF with SFR criteria used in QUICK_LYALPHA setting
of GADGET-3. Particles with A > 1000 and 7" < 10°K are treated as stars and
removed from further calculation. The T'— A relation looks remarkably similar for
GADGET-3 and G2-LTF with QUICK__LYALPHA setting.

left, middle and right panels in Fig. 2.10| show the 7' — A relation for GADGET-
3, G2-HTF model without star formation criteria and G2-HTF model with star
formation criteria similar to QUICK LYALPHA respectively. The T'— A relation
for GADGET-3 and G2-HTF model with star formation are remarkably similar
even at A > 1000. We also generate Lya forest from G2-HTF model with
star formation and calculated various Lya statistics. We found that the Lya
statistics are accurate to within 1.8 percent suggesting QUICK LYALPHA is a
good approximation. This is because the particles converted in to stars occupy
small volume in the simulation box. The probability that a random sightline

(along which Ly« optical depth is calculated) intersecting such region is small.

2.5.2 Convolution of SPH kernel with Gaussian Kernel

In this section, we show that the convolution integral in Eq. can be recast
in to an analytical form that is fast and easy to implement on computers. Let
W (r, h) be sPH kernel and G(r, o) be Gaussian kernel of pressure smoothing. Let
W (k, k) and G(k, o) be the Fourier transforms of W (r, h) and G(r, ) respectively.
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The convolution of W (r, h) with G(r, o) is given by,

W'(k,h,o) =Wk, h) x G(k,o)

W ho) = [ Tk Sk o) ot
rn,o)= (271')3 1, 0) € (217)
W'(r,h, o) /dgk W(k,h) x G(k,0) e*T
T g) = g
Y Y (27T)3 ) Y
Using the convolution theorem,
W'(r, h, o) :/ By W(r, h) G(|r — 1), 0) (2.18)

The sPH kernel is given in Eq. [2.12l The Gaussian kernel in Eq. can be

written in following form,

r— a2
Gl — w1, o) = "]

(2mo2)3/2 P l_ 202
1 7 — x|
- (mb2)3/2 exXp [_ b2

e (2.19)
= G exp[—bQ]

r4r2—2rr
:GO expl_< 1b2 1:“)]

where, b = v/20 and p is cosine of angle between vector r and x1. The convolution

integral can be recast in to the following form,

4 —r h/2 — h/2
W’(r,h,a):W(g[ZA:{In<br, /b T>+ A;In<g, /b”)
n=0

hj2—r h— h/2+1 h
+C;In< /b & br>+ Cn1n< /b+r, :Tﬂ (2.20)
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where,

Co

Cy

Cy =

C5

Ci

W,_Tl'bzGoW()
o r
6brt 6br
AT =+ - + br
h3 h?
24 b% 3 18 b2 r?
Al=—7— F —5— £V
36 b3 r? 180 r
AF =+ -
h3 h?
24 b r 6 b
AF = -
h3 h?
A 6 b°
=
B 2brt 6br3 6br?
=F 13 + % F A + 2br
8% r? 18 b2 r? 126%r 9
= — % + % — N + 20

12 b3 r2 n 186 r 6 b
E A

8bvtr 6 b4
ST T
2K
T

lo
Lo(lh, 1) = / et dt
Iy

lo

To(l1, 1) = \f [erf (t)]

e_t2 l2
2

I

1 2
IO(Zl,lQ) — 5 |ff e_t ]

lh

Il (l17 l2) -

lo

IQ(ZI) l2) -

[\')‘I—‘ L — |

I
lo

1 2
Ig(ll, lg) = Il<ll, 12) — 5 [tQ e*t ]
Iy

DN | o

la
1
Ll k) == Ty, ) — 5 [t?’ e_t2]
I

84

(2.21)

(2.22)

(2.23)



2.5 Appendices

o]
[=]

| —
—  W(r,h) (SPH)
704 G(r,0) (Gaussian)
==+ W'(r,h,0) (FFT)
60 * % W(r,h,0) (Semi-analytical)

Amplitude
N Ul
o o

w
[=]

20 —

10 —
0 ek
0.0 0.1 0.2 0.3 0.4 0.5

r (in Mpc)

Figure 2.11: The SPH kernel (see Eq. and Gaussian kernel (Eq. for a
particle are shown by blue solid curve and red dashed-dot curve respectively. These
two kernels are convolve using FFT based method as shown by black dashed line.
Red stars shows our the semi-analytical convolution approximation (given in Eq.
2.20). Our method of approximation is accurate within 2 percent of FFT based
method.

These integrals involve error function and hence need to be evaluated numer-
ically. To speed up the calculations we used error function approximation of the

following form (Abramowitz and Stegun |1972)

erf(z) =1— (a1 t+as t®> + as t® + ag t* + a5 °) e + () (2.24)
where,
1
t= and
l+px (2.25)

le(z)] < 1.5 x 1077
The small value of |¢(x)| indicates that the uncertainty in error function approx-

imation is negligible. The values of the constants are

p = 0.3275911 a; = 0.254829592
as = —0.284496736 as = 1.421413741
ay = —1.453152027 a; = 1.061405429

Eq. can also be solved numerically using a 3D FFT based method. How-

ever, we found that this method is computationally expensive for large number
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of particles. Fig. shows a comparison of semi-analytical approximation (red
stars, given in Eq. with FFT based method (black dashed curve) for a
particle. The SPH kernel and Gaussian kernel for this particle are shown by blue
solid curve and red dash dot curves respectively. For visual purpose the Gaussian
kernel is rescaled to fit the graph. Our method of approximation for convolution
given in Eq. is accurate within 2 percent of FFT based method.
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3 Volgt profile Parameter Es-

timation Routine

This chapter contains material that has been published in |Gaikwad et al.| (2017c).

3.1 Introduction

The observations of the Ly« forest have regularly been used to constrain cosmo-
logical and astrophysical parameters related to IGM physics. The strength and
width of the Ly« absorption lines can be used to trace the ionization and thermal
state of the neutral hydrogen (H 1) in the IGM. Various statistics are used in the
literature to constrain cosmological and astrophysical parameters from the Ly«
forest observations. These statistics are broadly divided into two cases.

In the first case, Ly« transmitted flux is treated as a continuous field quantity.
In particular, the mean flux, the flux probability distribution function (PDF) and
the flux power spectrum (PS) have been used to constrain cosmological parame-
ters such as Qu,, Qph?, og and ng (Choudhury et al.[2001; [McDonald et al. 2000,
2005}, Phillips et al.|2001; [Seljak et al.[|2006; [Tegmark et al.|2004; |Viel et al.|2009;
Viel and Haehnelt|[2006; Viel et al.[[2006| 2004a,b), thermal history parametersE]
(Becker et al.|2011} Bolton et al.|2008; |Calura et al.[2012; |Garzilli et al.2015; |Lidz
et al.2010; Zaldarriaga et al.|[2001) and H 1 photoionization rate (I'yr; Becker and
Bolton| 2013} Bolton and Haehnelt| 2007; |Gaikwad et al.|[2017b; McQuinn et al.
2011; Meiksin and White [2004; [Pontzen et al.|2014; Rauch et al.|[1997). Con-

straining such quantities by comparing flux statistics between observations and

!The thermal state of the IGM is described by the effective equation of state parameterized
by the mean IGM temperature (Tp) and the slope (7).
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simulations are relatively easier and are frequently used in the high-z (2 < z < 6)
studies.

In the second case, Ly« forest is decomposed into multiple Voigt profiles. The
line width distribution function calculated from Voigt profile fitting is sensitive to
the thermal history and the energy injected by various astrophysical processes in
the form of heat and turbulent motions in the IGM (Davé et al.[|2001; [McDonald
et al.|2001; |Schaye et al.|[1999, 2000). Similarly, the column density distribution
function (CDDF) calculated from Voigt profile decomposition is sensitive to I'ny
(Cooke et al.|1997; |Gurvich et al.[2017; Kollmeier et al.|2014; |Shull et al.|2015) and
cosmological parameters (Penton et al. 2000; [Shull et al.|[2012; |Storrie-Lombardi
et al. [1996). While statistics based on parameters obtained using Voigt profile
fitting are useful in deriving thermal history and equation of state of the IGM,
the Voigt profile decomposition is usually a time consuming process. Therefore,
a large parameter space exploration in simulations is usually difficult.

In order to obtain the CDDF, each Ly« absorption is usually decomposed
into multiple Voigt profile components. Each Voigt profile is defined by 3 free pa-
rameters i.e., line center (\.), H 1 column density (Ngp) and line width parameter
(b). The manual Voigt decomposition of the large number (~ 10000) of simu-
lated Lya forest is laborious and time consuming. Furthermore, the criteria used
to fit the number of components (Nyeig) to a given identified Lya absorption
is subjective and need not be unique. Although there are several Voigt profile
fitting codes available in the literature like VPFIT], ALIS (Cooke et al.|[2014),
GVPFIT (Bainbridge and Webb|[2016)) it will be invaluable to have a tailor made
automatic module that will identify Lya absorption regions and fit them with
multiple component Voigt profiles where the best fit parameters of the individual
components and the minimum number of required components are determined
through objective criterion.

We have developed a parallel processing module “Volgt profile Parameter Es-
timation Routine” (VIPER) to fit the Ly« forest with multiple Voigt profiles auto-
matically. In VIPER, the blended and saturated features are fitted simultaneously
with multi-component Voigt profiles. An objective criteria based on information

theory is used to find the number of Voigt profiles needed to describe the Ly«

'http://www.ast.cam.ac.uk/~rfc/vpfit.html
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forest. The parallel and automated nature of VIPER allows us to simultaneously
fit large number of simulated spectra and to explore a wide parameter space ef-
ficiently. For consistency, we used the same code for analyzing the observed and
simulated spectra in chapter [f} We calculated CDDF by consistently taking into
account the redshift path length and the incompleteness of the observed sample.
We show CDDEF and line width distribution obtained for observed data using
VIPER matches very well with those from Danforth et al. (2016]).

The paper is organized as follows. In section[3.2] we explain the HST-COS data
used in this work. Section describes our module VIPER that automatically
fits Voigt profiles to the Ly« forest. In section [3.4] we show the consistency of
VIPER by comparing CDDF and linewidth distribution for the observed data from

literature.. Finally we summarize our results in section [3.5]

3.2 HST-COS Data

We used publicly available HST-COS science data productﬂ that consists of a
sample of low redshift Ly« forest spectra towards 82 UV bright QSOs performed
by Danforth et al.| (2016, hereafter [D16). These QSOs are distributed in the
redshift range z = 0.0628 to 0.852. The sample covers the Lya forest in the
redshift range 0 < z < 0.48 with a velocity resolution of ~ 17 km s~! (full width
at half maximum). The median signal-to-noise ratio (SNR) per pixel varies from
6 to 17 for different sightlines.

D16/ fitted the continuum to each spectrum and identified several thousand
absorption line features that consists of Ly« lines, higher order Ly-series lines,
metal lines from the IGM and the interstellar medium (ISM) of our Galaxy. As
a part of the HST-COS science data product, [D16| fitted each absorption feature
with multiple component Voigt profiles and provided a table that contains line
identifications (type of the specie and rest wavelength of the transition), redshift
of the absorption system, column density, doppler-b parameter, equivalent width
(along with associated fitting errors) and significance level of the absorption line

detection. In this work we refer to their Ly« line catalog as “D16| line catalog”.

"https://archive.stsci.edu/prepds/igm/
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As in Paper-I, we divided the sample into 4 different redshift bins (we denote
them by roman numerals I, II, III and IV respectively) z+ Az = (0.1125 +
0.0375,0.24+0.05,0.3£0.05,0.440.05). The size and center of the lowest redshift
bin is chosen in a way that avoids the contamination by geo-coronal line emission
at z < 0.075. There are total 50,31, 16 and 12 lines of sight in the redshift bins I,
II, IIT and IV respectively. Apart from the intervening Ly lines all other lines
in the Ly« forest are treated as contamination in our spectra. We replace all
other lines except Ly« lines by the continuum added with a Gaussian random

noise (see Fig. 2 in [Paper-I). We use these clean spectra for further analysis.

3.3 Automatic Voigt profile fitting code

In this section we describe our automated Voigt profile fitting procedure “Volgt
profile Parameter Estimation Routine” (VIPER). The same code has been used
to fit the observed and simulated Ly« forest spectra to constrain I';5 in chapter
from CDDEF. The algorithm is broadly divided into 3 steps; first we identify the
absorption lines and region bracketing these lines, next in these regions we fit as
many Voigt components as necessary based on an objective criteria. In the final
step we accept the Voigt profile fit for a line based on a significance level of the

fit. We now discuss each step in detail below.

1. Line and region identification : Following [Schneider et al.| (1993)
and |D16, first we estimate the “crude significance level” (hereafter CSL) to

identify the lines,
W)
a(A)

where W(A) and @(\) are “equivalent width vector” and “line-less error

CSL = (3.1)

vector” respectively. The CSL defined in this way has the advantage that
the unresolved features are unlikely to be identified as lines (see Schneider
et al|[/1993, for details). W(A) and &(A) are obtained by convolving the
normalized flux and line-less error (i.e., error on flux if absorption lines
were absent), respectively, with a representative line profile (see section 2.3
of ID16)). The representative line profile is a convolution of Gaussian (of a

Doppler parameter of b = 20 km s™!) with HST-CcOS line spread function
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(LSF). We repeated the procedure with different values of the doppler b =
50,100 km s~! to incorporate any missing narrower, broader and blended
lines. The second panel from the top in Fig. shows the CSL estimated
for the spectrum shown in the top panel. Initially we identified all the lines
with maxima satisfying CSL > 1.5 shown by red stars in second panel of
Fig. . Next we find a threshold on either side of the maxima to enclose
the line in a region. A minimum is accepted as a threshold if CSL < 1.5.
A minimum with CSL > 1.5 indicates that the lines are blended hence we
search for the next minimum until we meet the condition CSL < 1.5 to
accept it as a threshold. We then merge the overlapping regions (if any)
into one bigger region for blended lines (e.g., see the yellow shaded region
in second panel of Fig. [3.1)). This procedure allows us to identify and fit

the blended lines simultaneously.

2. Voigt profile fitting : In this step we fit each identified region by multiple
Voigt profiles. Voigt profile, convolution of Gaussian with Lorentzian, is a

real part of the “Faddeeva function” w(z) (Armstrong|1967)),

w(z) = e erfe(—iz)

(3.2)
w(z +iy) = V(x,y) +il(x,y)

where erfc(—iz) is the error function, V' (z,y) is Voigt profile and L(z,y) is
imaginary part of Faddeeva function. We used wof4| function in python’s
scipy package to compute Voigt profile. We convolve this Voigt profile with
the appropriate HST-COS LSF before performing x? minimizationﬂ. For
x? minimization, we used leastsqﬁ function in python’s scipy package. If

Fobs, Tobsy Fit(Ae, b, Ngp) are observed flux, error in the observed flux and

IThe cutoff used in this work is smaller than that used by |[D16| (CSL > 3). This results in
more number of identified lines in our initial line catalog as compared to D16l However, in the
final step most of the extra identified lines at lower significance level are rejected.

?http://ab-initio.mit.edu/wiki/index.php/Faddeeva_Package

3We assumed that the observed fluxes in different pixels are uncorrelated. HST-COS LSF
is not a Gaussian (http://www.stsci.edu/hst/cos/performance/spectral_resolution/).

This function is slightly asymmetric around the center and has extended wings.
‘https://docs.scipy.org/doc/scipy-0.18.1/reference/generated/scipy.
optimize.leastsq.html
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Figure 3.1: Illustration of different steps in the automatic Voigt profile fitting
procedure used in VIPER. 7Top panel shows a portion of the observed HST-COS
spectrum along the sightline towards QSO PKS1302-102. Second panel from top
shows the estimation of crude significance level (CSL) using the Eq[3.1] (for b = 20
kms~—1). All the identified peaks with CSL > 1.5 (magenta dashed line) are shown
by red stars. The identified regions enclosing the peaks are shown by black dashed
vertical lines. Overlapping regions are merged accordingly to fit blended lines
simultaneously (see yellow shaded region). All the identified regions are fitted with
Voigt profile as shown in the third panel from top. The number of components used
to fit the region is decided using AICC and demanding Xﬁof ~ 1 (see section .
Rigorous significance level (RSL) for each fitted line is calculated using Eq
Bottom panel shows the accepted fit with the RSL > 4.
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3.3 Automatic Voigt profile fitting code

2

fitted Ly« flux respectively then we minimize the function (Fyps — Fiit)/0ope

in leastsq routine. The fit parameters are allowed to vary over the range
5 < b(kms™!) < 150, 10 < log(Ngr/em™2) < 16.5 and A, bounds are set
by the wavelength of the region. We set initial guess values for lines in a
given region by fitting individual line in that region with a Gaussian. Note
that in the previous step each identified line is enclosed in two CSL minima
hence we can fit each line separately. However initial guess values for any
additional line required by the information criteria (explained below) are

set randomly in the region.

A criteria based on information theory, Akaike Information Criteria with
Correction (AICC) (Akaike |1974; King et al,|[2011; Liddle| 2007) is used
to assess the optimum number of Voigt profile components required for an
acceptable fit. If p is the number of parameters in a model used to fit the
data with n pixels, then the AICC is given by,

) 2pn

AICC = x* + m . (3.3)
The first term on right-hand side is a measure of loss of information while
describing the data with a model. The second term in right-hand side
quantifies the complexity of the model. Thus AICC incorporates the trade-
off between loss of information and complexity of the model. We assign a
model to be the best fit model over the previously assigned best fit model if
AICC is lower by at least 5 (Jeffreys|1961). Since only the relative difference
in the AICC values is important, according to Jeffreys (1961) AAICC =
5 is considered as the strong evidence against the weaker model. Fig. |3.2
illustrates our method of choosing a best fit model. Black points in left-hand
panel of the Fig. are data points which we want to fit by Voigt profile
model. We fitted the data with different number of (say Nyoigt = 1,2, 3,4, 5)
Voigt profiles. The resulting AICC and x? for each model as a function
of Nyoige is shown by star and circle respectively in the right-hand panel
of the Fig. . For Nyeigt = 1 the model is less complex but the X2

(X3, ~ 1.5) between model and data is large (see green curve in left-hand
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Figure 3.2: Left-hand panel shows the three different Voigt profile fits with
Nvoigt = 1,2 and 3 (green dot-dashed, red continuous and blue dashed lines re-
spectively) fitted to the observed data (black circle). The spectrum is shown in
the velocity scale defined with respect to the redshift of the strongest line center.
Right-hand panel shows the corresponding variation of AICC (stars) and x? (ma-
genta circles) for 5 different models. For legibility fits with Nyoigt = 4,5 (gray star
points) are not shown in left-hand panel. For Nyoigt > 2, the x? remains constant
whereas AICC increases due to the second term on right-hand side of Eq3.3] The
best fit model corresponds to the minimum AICC (where x3,; ~ 1 is also achieved)
i.e., Nvoigt = 2 shown by black arrow in right-hand panel and red solid line in

left-hand panel.

panel) resulting in a larger AICC Valueﬂ Whereas, for Nygig > 2, the x?
(X3, ~ 1.0) is small (see blue curve in left-hand panel) but with increasing
Nyoigt the complexity of the model increases and hence AICC also increases.
It is interesting to note that the x? remains nearly constant for Nyoigt > 2
whereas AICC systematically increases for Nyt > 2. A model simply
based on x? minimization, thus would be degenerate for Nyoigt > 2. The

minimum AICC occurs for Ny,ig = 2 (black arrow showing red star in right-

!The reduced x? is given by,

X2

2 _
Xdof n —

where n = 134 is number of pixels in the given region (left-hand panel of Fig. [3.2)), p = 3 X Nyoigt
is number of free parameters where factor 3 accounts for the number of free parameters in each
Voigt component (A, Ngr and b).
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3.3 Automatic Voigt profile fitting code

hand panel) which shows trade-off between goodness-of-fit (x4, ~ 0.9) and
complexity of the model. The corresponding best fit model is shown by red
curve in left-hand panel. Thus for minimum AICC, X3 is also close to 1
and hence we chose it to be the best fit model. In the third panel from top
of Fig. [3.1, we show the results of fitting each region with as many Voigt

components as necessary for the minimum AICC and 3, ~ 1.

3. Significance level of fitted lines : Initially we fitted the lines that are
identified using a simple approximation of “Crude Significance Level”. How-
ever, we used a “Rigorous Significance Level” (hereafter RSL, see Appendix
for details) formula (Keeney et al.[[2012) to include the lines in the

final line catalog as given below,

Wy n(x)

where, z is width (in pixels) of discrete region over which equivalent width
Wy is calculated, AN = A/z, X is width (in A) of the discrete region,
fe(x, A, b) is the fractional area of the HST-COS LSF contained within the
region of integration, n(z) = (SNR)_/(SNR); takes care of the fact that
noise property may not be purely Poissonian, (SNR); is signal to noise
ratio per pixel, (SNR), signal to noise ratio average over discrete region
containing x pixels. We used the parametric form of n(z), f.(z, A\, b) given
by Keeney et al.| (2012} their Eq. 4, Eq. 7 to Eq. 11 with parameters given
in Table.1 for the coadded data).

To avoid the spurious detection, we retain only feature measured with
RSL > 4 in the final line catalog. Other features are excluded from further
analysis. Using this criteria, we find that the number of identified lines with
log Nygr > 12.4 to be fitted by VIPER (1277 H 1 Ly« lines) are similar to
those of D16/ (1280 H 1 Ly« lines)ﬂ. In the third panel from top of Fig. m,
we show the RSL for each fitted component above the line. Bottom panel
of Fig. [3.1 shows that the final accepted Voigt profile fit that contains only
those components which have RSL > 4.

!The total number of identified lines above completeness limit (i.e., logNp; > 13.6) in
VIPER and [D16|line catalog is 533 and 522 respectively.
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3.4 Consistency of VIPER

The comparison of Voigt profile fit of VIPER with that of D16 method is
illustrated in Fig. The fit from VIPER and D16 method is shown by
solid red and dashed blue line respectively. The line centers of components
fitted by VIPER and D16 method are shown by solid red and dashed blue
vertical ticks respectively. For VIPER the reduced x? is small as compared
to that for the components obtained by |[D16. The top row shows the ex-
ample where VIPER fit (in terms of number of component and the values
of fitted parameter along with the errorbar) matches well with |D16 fit. In
most situations the fitted parameters from VIPER matched well with those
from D16 within errors. In few cases VIPER fitted data better than [D16
method (bottom row of Fig. in terms of reduced y?. We fitted all
the observed spectra using VIPER and form a line catalog “VIPER catalog”
(see Appendix for details). It should be noted that unlike D16, VIPER does
not fit higher order Lyman series lines (e.g. Ly-3, Ly-v) simultaneously
for an accurate measurement of log Nyr in the case of saturated Ly« lines.
However, we show in the next section that the differences in CDDF and
line width distributions from “VIPER catalog” and “D16 catalog” are very

small.

3.4.1 Column density distribution function (CDDF):

Column density distribution function, f(Ngi,2), describes the number of
absorption lines in the column density range log Ny and log Nyr + dlog Ny
and in the redshift range z to z+dz. For a singular isothermal density profile
of Lya absorbers, the H 1 photoionization rate I'yr can be inferred from H 1
CDDF as (Schaye| 2001} [Shull et al.[2012]),

9*N

= 5 Blog (M) ™ @) T (3.5)

f(NHIv Z)

where «(T) oc T7%76 is Case A recombination rate coefficient which de-

pends on temperature. We take into account the completeness of the sample
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Figure 3.3: Comparison of Voigt profiles fitted using our procedure with those of
for four different regions in our sample. Black filled circles, the solid red line
and the dashed blue line are observed data points, the best fit profile from VIPER
and from respectively. The spectra are shown in the velocity scale defined
with respect to the redshift of the strongest component. Blue dashed and red
continuous vertical ticks show the location of identified components by and
VIPER respectively. The residual between observed data and fitting from (open
blue stars) and VIPER (red filled circles) model are shown in the corresponding lower
panel. In majority of cases (~ 89 percent, like upper row panels) our parameters
within 1o errors match with those from [D16. However, for some cases our fit to
the data using AICC (i.e., using criteria AAICC> 5, see text for details) is found
to be better (lower row panels). In all four cases shown above our X3, is better
than the corresponding from .
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while calculating the redshift path length as a function of log Nyg;. Fol-
lowing |D16|, we calculate the CDDF in 13 log Ngr bins with centers at
12.5,12.7,--- ,14.7,14.9 and width dlog Nyg; = 0.2.
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Figure 3.4: Left-hand panel illustrates our redshift path length calculation for
sightline towards QSO H1821+4643. Top, middle and lower left-hand panels show
the flux, SNR per pixel and equivalent width vector respectively. Equivalent width
vector W (A) is calculated for RSL = 4 in Eq The limiting equivalent width
(Wiim ), estimated from the curve of growth, corresponding to log(Nyr) = 12.5 is
shown by horizontal black dashed line in the bottom panel. The redshift path
length, Az(Ngp = 10'2° em~2), for this sightline is the redshift covered by region
W(A) < Wiim. The total redshift path length is sum of the Az measured along all
QSO sightlines. Right-hand panel shows (blue curve) the total redshift path length
as a function of log Ny (known as sensitivity curve). The completeness limit for
the sample is log Ny; = 13.6 (shown by blue arrow). The fractional area in a given
log Ny bin, dA = dz dlog(Nyy), is area under the blue curve in the corresponding
log Ny1 bin (shown by blue text) that is used in CDDF calculation.

Left-hand panel in Fig. [3.4]illustrates the procedure we adopt for calculating
the redshift path length. The top, middle and lower sub-panels show the
flux F', SNR per pixel and equivalent width vector W (\) respectively for a
sightline towards QSO H1821+643. To calculate the equivalent width vector
W(N), Eq is rearranged and solved for W () by taking RSL=4 and b =

17 km s~ (corresponds velocity resolution) for each pixel. Next we calculate
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3.4 Consistency of VIPER

limiting equivalent width Wy, from curve of growth (b = 17 kms™!) for
different values of log Ny;. As an example we show W, for log Ny = 12.5
by black dashed horizontal line in bottom panel of Fig. 3.4 The redshift
path length Az(Ngp = 1025 cm~2) for this sightline (shown by blue curve
in bottom panel) is the sum of redshift range for which W (\) < Wy,. The
total redshift path length Az(Nyp) covered in the observed sample is a sum
of all the redshift path length in individual sightlines. The total redshift
path length Az(Npgp) is then plotted as a function of log Ny (‘Sensitivity
curve’) as shown in right-hand panel of Fig. 3.4 The completeness limit
for the sample is log Ngy = 13.6 (shown by blue arrow) i.e., the lines with
log Ny; > 13.6 are always detectable over the entire observed wavelength
range for the full sample. The fractional area dA = dzx dlog Ny in Eq[3.5]is
calculated by integrating the sensitivity curve in the corresponding dlog Ny
bin. We shall refer to the CDDF obtained for our fitted parameters (over
the redshift range 0.075 < z < 0.45) in this way as “VIPER CDDF".

In the left-hand panel of Fig. [3.5] we compared the viPER CDDF with
CDDF given in Table.5 of D16/ (also |S15) and CDDF calculated from D16
line catalog. The CDDF given in Table.5 of D16 is calculated from 2256
H 1 absorbers in the redshift range 0 < z < 0.75 whereas CDDF calculated
from D16 line catalog contains 1280 H 1 absorbers in the redshift range
0.075 < z < 0.45. We used our redshift path length estimation for CDDF
calculation from [D16| line catalog. The VIPER and the D16 line catalog
CDDFs are consistent with each other within 1o except at high and low
log Ngr bins. The median log Ny from VIPER and |D16|is 13.39 4+ 0.61 and
13.38 4+ 0.63 respectively. The two sample KS test p-value between the
log Ny distribution of VIPER and [D16|line catalog is 0.83. The consistency
between VIPER CDDF and D16|line catalog CDDF suggests that the number
of components identified by VIPER in different dlog Ny bins are similar to
those from D16 line catalog. Whereas, the agreement between ViPER CDDF
and CDDF from |D16| paper indicates that our redshift path calculation is
consistent with that from D16 paper.
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Figure 3.5: Left-hand panel shows comparison of CDDF from VIPER (red circle,
0.075 < 2 < 0.45, 1277 H1 Ly« lines), D16 line catalog (black stars, for 0.075 < z <
0.45, 1280 H 1 Ly« lines) and Table.5 in D16 (blue square curve with gray shaded
region, for 0 < z < 0.75, 2256 H 1 Ly« lines). The two sample KS test p-value
between VIPER and [D16| line catalog for log Nyyp distribution is 0.83. Thus within
errors the CDDF from the two methods are consistent with each other. At high
column densities the differences arises due to differences in the fitting procedure
(multi-component fitting using AICC). Right-hand panel shows the b parameter
distribution from VIPER (red curve for 0.075 < z < 0.45) and |D16 line catalog
(black curve with shaded region for 0.075 < z < 0.45). The two sample KS test
p-value between VIPER and |D16| line catalog for b parameter distribution is 0.41.
Thus the b parameter distribution from VIPER is in good agreement with that of
D16/line catalog validating our procedure. In both panels the error bars shown are

computed assuming the Poission distribution.

We notice occasional component differences when the Lya line is heavily
saturated between D16 and our VIPER fits. Unlike D16, VIPER does not
include simultaneous fitting of Ly« line and higher order Lyman series
lines (such as Ly-f, Ly-y). This could be the reason for minor mismatch
of CDDF in the bins logNyg; = 13.5 — 13.7 and logNy; = 14.7 — 14.9.
Thus minor differences one notices in high and intermediate log Ny bins in
observed CDDF can be attributed to the differences in the multi-component
fitting procedure in particular to the way the total number of components
fitted to a given identified absorption region. However, there is an overall

good agreement between CDDF derived by |D16 and VIPER.
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3.4.2 Linewidth distribution

In the right-hand panel of Fig. [3.5] we compared the doppler-b parameter
distribution from VIPER catalog (red curve with shaded region) and D16/ line
catalog (black dashed line with error bars)ﬂ. In both distributions the errors
are assumed to be poisson distributed. The median value of b parameter
from VIPER and [D16/is 32.94£20.8 km s 'and 33.9£18.3 km s~ 'respectively.
The two sample KS test p-value between the b parameter distribution of
VIPER and [D16]line catalog is 0.41. Thus the two distributions i.e., CDDF
and linewidth distribution are consistent with each other validating the

consistency between VIPER and D16 line fitting methods.

3.5 Summary

In this chapter, we have developed a code “Volgt profile Parameter Estimation
Routine (VIPER)” to automatically fit the Ly« absorption lines with Voigt pro-
file. This code is parallel and is written in python. In VIPER, the blended and
saturated features are fitted simultaneously with multi-component Voigt profiles.
An objective criteria based on information theory is used to find the number of
Voigt profiles needed to describe the Ly« forest. The main results of this work

are as follows

« Using VIPER, we fitted a sample of 82 QSO spectra obtained from Cosmic
Origins Spectrograph on board Hubble Space Telescope and compiled a
Ly« line catalog called “VIPER line catalog” The fitted parameters such as
column density (Nyj), line width parameter (b) and line width distribution
from VIPER line catalog are found to be consistent with those from |Danforth
et al.| (2016).

'In left-hand panel of Fig. we compare our CDDF with that from D16 line catalog
(0.075 < z < 0.45) and [D16| paper (0 < z < 0.75). However, in right-hand panel of Fig. we
compare our b parameter distribution (i.e. in the redshift range 0.075 < z < 0.45) with that
from [D16| catalog only as the b parameter distribution is not available in [D16| paper.
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« The median b parameter from VIPER (32.9+20.8 kms™!) is consistent with
that from [Danforth et al.| (2016, 33.9 +18.3 kms™!). Whereas, the median
log Ny; from VIPER (13.39 + 0.61) is in good agreement with that from
Danforth et al.| (2016, 13.38 + 0.63)

« We calculate the appropriate redshift path length Az(Nyp) and the sensi-
tivity curve from HST-COS data. We calculate the CDDF after accounting
for the incompleteness of the sample. Our calculated CDDF in the redshift
range (0.075 < z < 0.45) is consistent (KS test p-value is 0.83) with that of
Danforth et al|(2016) CDDF in the redshift range (0 < z < 0.75).

« In chapter 5| we used VIPER in simulations and observations to calculate
CDDF and thereby to constrain I'gy.

3.6 Appendices

3.6.1 Rigorous significance level (RSL)

In this section we derive an expression for RSL used in the section [(3.3] The

equivalent width is defined as,

W= 7“[1 — F(\)] dx (3.6)

)\min

The above equation in discrete form can be rewritten as,
W=> 1-FE]AX (3.7)
i=1

where x is number of pixels in the wavelength range Ajax — Amin and A\ is
dispersion of the spectrum.
For very weak lines, 1 — F; would be in a region dominated by noise. For these

lines the equivalent width in a wavelength region A, is given by,

W=MX0,=ANz o0, (3.8)
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where A\; = Apax — Amin = AX X x and o, is average flux error in the wavelength
range A,. In order to accept a feature as a absorption line we require it to have
an equivalent width significantly larger than the above value of \,o,. Denoting
this required significance level by N,, it is straightforward to see that the lim-
iting equivalent width will be given by Wy, = N, A\ x 0,. There is, however,
an additional complication arising from the LSF which will affect the observed
equivalent width.

In Fig[3.6], we show that the true equivalent width is obtained by dividing the
observed equivalent width by the fractional area f.(z,A,b) of the HST COS LSF

contained within the region of integration.

N N, AN
im = 70 A . = o
Win = 5008 SN % = Fwab) (SNR),

(3.9)

where (SNR),, is signal to noise ratio at a resolution A\, = AXXxz i.e., it is averaged
over wavelength range \,. The noise in HST COS is not purely Poissonian. Hence
Keeney et al. (2012) define the measured relationship between the smoothed
signal-to-noise (SNR)_ and the signal-to-noise per pixel (SNR), to be n(x) as,

x (3.10)

where 7(x) = 2'/2 for purely Poissonian noise. The equivalent width is then given

by,
N, AN x

fe(x, A,0) (SNR), n(x)

Rearranging the terms in above expression to solve for the N, which we referred

Vth == (311)

to as rigorous significance level RSL in paper,

AN oz 7°

RSL = N, = (SNR) (z, A\, b) (3.12)

Note that RSL is significance level hence it is dimensionless.

3.6.2 VIPER line catalog

We formed a line catalog by fitting the observed spectra using VIPER. Table
shows few fitted parameters from the VIPER line catalog for spectra towards
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Figure 3.6: shows a toy model explaining the effect of fractional LSF area on
equivalent width (7). Blue solid curve shows normalized flux when flux is not
convolveed with LSF while the red solid curve shows normalized flux when flux is
convolve with LSF. The red dashed curve shows LSF which is assumed to be Gaus-
sian in this toy model. The magenta dashed vertical lines corresponds to Api, and
Amax range over which equivalent width is calculated by integration. The fraction
of the LSF area contributing to the line f. = 0.683 is shown by gray shaded region.
The true equivalent width (i.e., in the absence of LSF, blue solid curve) within Apin
and Apax range is Wyopsp = 0.161. The observed equivalent width due to LSF
(red solid curve) in the same wavelength range is Wigp = 0.110. Thus in order to
obtain the true equivalent width we need to divide the observed equivalent width
(which is affected by LSF) by fractional area (Wyorsr = Wisr/ f.). Convolving the
instrumental LSF with the intrinsic line shape introduces a generic dependence on
the Doppler b parameter. The HST COS LSF is wavelength dependent, introducing
a wavelength dependence to f.. Thus f. = f.(z, A\, b)
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Table 3.1: Few fitted parameters from the VIPER line catalog are given for spectra
towards QSO 1ES15534113. The full line catalog is available online in ASCII

format.

A d\  logNg; dlog Ny b db
B A (em? (m?)  (kms) (kms)
1330.827 0.003 13.68 0.01 32.06 1.08
1339.936 0.002 14.23 0.01 38.09 0.80
1361.466 0.019 12.84 0.06 34.10 7.00
1361.922 0.013 12.94 0.05 28.91 4.99
1365.408 0.018 13.04 0.04 48.75 5.57

QSO 1ES1553+113. The first, second, third, fourth, fifth and sixth columns show
fitted wavelength (X in A), error in wavelength (d\ in A), log of column density
(log Ngr in cm™2), error in log of column density ( dlog Ny in em™2), b parameter
(in kms™') and error in b parameter (db in kms™!) respectively. The full VIPER

line catalog is available online in ASCII format with this paper.
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4 Consistency of CITE and GLASS

The contents of this chapter are taken from |Gaikwad et al.| (2017ayb)).

4.1 Introduction

The set of three modules CITE, GLASS and VIPER developed in Chapter 2] and [3]
provides an efficient way to simulate the IGM properties. We validated VIPER
in Chapter |3| by comparing observed CDDF and b parameter distribution from
VIPER with that from literature. However in Chapter [2, we compared only the
line of sight transmitted Lyca flux from our method with observations (in case
of low-z Ly« forest) or other simulations (in case of high-z Lya forest). In
this chapter we validate our method, using GADGET-2 post-processed with CITE
and GLASS, of modeling the Ly« forest. In particular for low-z (z < 0.5) Ly«
forest, we compare our simulations with other simulations in the literature using
3 metric in Section [£.2] Whereas for high-z (2 < z < 4) Lya forest, we show the
consistency of our method with GADGET-3 by comparing 8 different statistics in
Section [£.3] We summarize the chapter in Section

4.2 Low-z Lya forest: Comparison with other

simulations

We consider three predictions of our simulation that can be used for comparing
different simulations. These are (i) fraction of baryons in different phases of the
T — A diagram, (ii) predicted IGM equation of state at z < 0.3 and (iii) the

relationship between H 1 column density (Ng;) and baryon overdensity A. Some
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4. CONSISTENCY OF CITE AND GLASS

of these predictions depend on the adopted value of I'y;. For the present purpose
we used I'yy consistent with QSO dominated (i.e. fe. = 0) KS15 UVB radiation

model.

4.2.1 Phase diagram of baryons

WHIM: 28.77% Hot Halo: 18.32%

Condensed: 18.82% _|

] L
-2 -1 0 1 2 3 4 5

Figure 4.1: Phase diagram (7" — A plane) of randomly selected 20000 GADGET-2
particle post-processed with our module CITE in our simulation at z = 0. The
black dashed line cutoff at 7' = 10° and A = 120 demarcates diffuse, WHIM, hot
halo and condensed gas phase consistent with Davé et al|(2010) (different authors
use different definitions, refer to Table for details). Diffuse gas phase is mainly

responsible for the H I absorption seen in the QSO spectrum in the form of Ly«

forest. The percentage of baryons in different phases are given in legend.

The Ly« forest is produced by relatively low density and low temperature

diffuse gas. According to FGPA the mean Ly« optical depth is,
T X Pﬁll (fd Qb h2)2 9;0'5. (41)

Thus inferred 'y from Lya will be degenerate with fraction of baryons in diffuse

phase (fz). We found in the literature that different groups use different ranges
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4.2 Low-z Lya forest: Comparison with other simulations

in 7" and cutoff in A to demarcate the phase diagram (i.e., A vs T' diagram) in 4
phases (see Fig. namely diffuse, WHIM, hot halo and condensed phase. To
make a fair comparison with other results we calculate the gas fraction in diffuse
and WHIM phase as per the definitions used by the authors under consideration
(see Table [.1)). [Smith et al| (2011) label baryons at z = 0 as diffuse gas if
T < 10°K and A < 1000 and as WHIM if 10" K > T > 10° K and A < 1000.
We apply the same cutoff at z = 0 and find the diffuse and WHIM fraction to
be ~ 39.11 per cent and 40.52 per cent respectively which is consistent with the
~ 40 per cent, 40 — 50 per cent to that of |Smith et al. (2011)) and Shull et al.
(2015). Note that the moderate feedback processes are included in the AMR
(Adoptive Mesh Refinement) simulations of [Smith et al.| (2011) whereas ours is a
SPH simulation without any feedback.

Similarly Davé et al. (2010) have incorporated momentum driven galactic
outflows and various other wind models in their SPH simulations (with GADGET)
which we lack. They treat baryon particles (at z = 0) as part of diffuse if
T < 10°K and A < 120 and as a part of WHIM if 7" > 10° K and A < 120
and found the fraction to be 37 — 43 per cent, 23 — 33 per cent respectively. By
applying similar cutoff on 7" and A at z = 0 our diffuse and WHIM fraction turns
out to be 34.09 per cent and 28.77 per cent respectively which is in agreement
with Davé et al.| (2010)).

Note that both the set of simulations discussed above have similar resolution
like the one we consider here. Unlike our simulations the simulations from the
literature discussed above incorporate feedback at different levels. The close
matching of baryon fraction in the diffuse phase between different models reiterate
the earlier findings that the contribution of feedback effects are minor in the
derived I'yy (Davé et al.|2010; |[Kollmeier et al.|[2014} Shull et al.|[2015)).

4.2.2 Equation of state

The uncertainties in the epoch of He II reionization are reflected in the values of
Ty and ~ at the initial redshift z; = 2.1. To account for this, we vary Ty and
at z; = 2.1 by allowing them to take extreme values (for 7y and 7y measurement
at high-z refer Becker et al.|2011; Boera et al. 2014} |Lidz et al. 2010; Schaye
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Table 4.1: Comparison of predictions of our low-z simulation with those from the

literature
Parameters to! This Work (]Smith et al."QOlll) (]Davé et al.||2010b Analytical?
compare (z=0) (z=0) (z=0) approximation
To? 3800 - 5100 K ~ 5000 K ~ 5000 K ~ 25565 K
ol 1.46 - 1.62 ~ 1.60 ~ 1.60 ~ 1.58
Diffuse (in per cent)® 34.09 - 37 - 43 -
WHIM (in per cent)® 28.77 - 23 - 33 -
Diffuse (in per cent)® 39.11 ~40 - -
WHIM (in per cent)® 40.52 40 - 50 - -
T 0.12+£0.03 0.122 ~ 0.2 0.124+0.03
Ay 34.8 £ 5.9 36.9 38.9 20.6 £4
ad 0.770 £ 0.022 0.650 0.741 0.744 £ 0.015

2 The range in T and v corresponds to different initial 7y (10000 to 25000 K) and + (1.1 to 1.8)
at z; = 2.1 see Table [£2]

P WHIM is defined as 7 > 10° K and A < 120 whereas the diffuse gas phase is defined as 7' < 10°
K and A < 120 in [Davé et al.|(2010).

¢ WHIM is defined as 10" K > T > 10° K and A < 1000 whereas the diffuse gas phase is defined
as T < 10° K and A < 1000 in |Smith et al.| (2011) (also refer to |[Danforth and Shull|[2008).

4 The correlation between baryon overdensity A and H 1 column density is expressed as A = AgN{,

where, Ay is the normalization at a fiducial H I column density Ny = Ni4x 10%em ™2, This relation
is calculated for best fit I'1o in the redshift range 0.2 < z < 0.3 given in bracket (Fig. .

L' We notice that the [Paschos et al.|(2009) have presented simulations for low-z IGM. While they
check the consistency of the mean transmitted flux for their assumed I'yr, no attempt was made

to measure 'g;. Moreover we could not have detailed comparison with their models as the metric

we use for comparison are not available for their models.

2T — A relation can be obtained by equating Hubble time with net cooling time (Theuns et al.|
1998b). A vs Ny is calculated following (2001) assuming Lya clouds are in hydrostatic

equilibrium.

Table 4.2: Details of the thermal history considered in our simulation

Initial free parameters Final parameters obtained with CITE

z1 =21 z=0.1 z=0.2 z=0.3 z2=04

Model Name  Tj vy T y T y T y T y
710 —~1.1 10000 1.10 4136 1.54 4326 1.53 4589 1.51 4844 1.50
710 — 1.8 10000 1.80 4133 1.61 4313 1.61 4568 1.60 4810 1.60
720 —~v1.1 20000 1.10 4546 1.48 4971 1.46 5383 1.44 5811 1.42
720 — 1.8 20000 1.80 4493 1.62 4889 1.62 5279 1.61 5677 1.61
T15—~1.3 15000 1.30 4245 1.55 4583 1.54 4902 1.53 5220 1.51
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| 4.2 Low-z Lya forest: Comparison with other simulations

and obtain the temperatures at redshifts of our interest using CITE.
The resulting values of Tj and v at lower redshifts as obtained from the T'— A
distribution are shown in Table and Fig. 1.2l One can see that even for a
widely different values of the two parameters at z; = 2.1, the equation of state
at z ~ 0.1 — 0.4 are quite similar with 7y ~ 4000 — 6000 K and v ~ 1.5 — 1.6.
This implies that the low-z IGM loses, to a large extent, any memory of the He 11
reionization. Our results are consistent with previous simulations by
(2010) and |Smith et al| (2011)) who found that the equation of state parameters
at z =0 are Ty ~ 5000 K and ~ ~ 1.6.

7 7

6 6
) )
a0 5 %= O
2 2

- 7T,=10000.0, y=1.10
- = 1,=4589.0,7=1.51

- T,=10000.0, v=1.80 |
- = 1T,=4568.0, 7v=1.60

7 7

6 6
s s
W 5 &0 O
S S

E------74 af

- 17,-20000.0, y=1.10 N E:
- 7,-5383.0,y=1.44 f

- T,=20000.0, v=1.80 |
- - T,=5279.0, y=1.61

— -1 0 1 2 3 4 — -1 0 1 2 3 4
log(A) log(A)

Figure 4.2: Same as Fig. except the values of the free parameters Ty and
~ at initial redshift z; = 2.1 are different as indicated in each subpanel. Despite

the large differences in initial T and -y, the final equation of state parameters at
z = 0.3 are quite similar (See Table .

The equation of state at low redshifts can be derived by equating net cooling
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4. CONSISTENCY OF CITE AND GLASS

time scale with Hubble timescale. Theuns et al.| (1998b) derived such relation (at
high z) in low density regime by assuming that the heating rate is dominated by
photoheating and cooling rate is dominated by recombination cooling and inverse
Compton cooling. The relationship between T and T, under this approximation

turns out to be,

_1
T ~ Ty AT (4.2)
2.5 . . 3.0:&Z
— Model : T10—41.1
2.0 - = Model: T10—~1.8 2.5
: Model : 720-~1.1
---- Model : 720—~1.8 2.0
o 1.5 -
5 5
§ ST ¢
1.0k - :
1.0
P
71 oskeid
e
1
0.0 0.0k
3 8 3

log(T)

Figure 4.3: The temperature distribution of the gas particles after using CITE
starting from varied initial condition at z; = 2.1 Left-hand panel: the final temper-
ature distribution at z = 0.3 for different initial 7y and 7 at z; = 2.1 (see Table.
Right panel: the temperature distribution at different redshifts z = 1.5,0.9,0.3.

The initial equation of state (z; = 2.1) for right-hand panel corresponds to model
T15 — ~1.3 in Table

While deriving above equation, we have assumed that the H 1 recombination
rate scales as T~%. For B = 0.7 the slope of equation of state is v = 1.59. This
value is very much close to the one we obtained by evolving the IGM temper-
ature using CITE thus validating our method (see Table . The mean IGM
temperature in the above equation at z = 0 is ~ 2555 K (see Eq. C21 in [Theuns
et al.[[1998b)). From Table one can see our derived temperatures are higher
by factor ~ 2 because Eq. neglects the heating due to other sources such as
shock heating, adiabatic heating due to structure formation etc.

The distribution of the CITE temperatures for the gas particles is shown in
Fig. [4.3] The left-hand panel shows the distribution at z = 0.3 for different initial
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4.2 Low-z Lya forest: Comparison with other simulations

values of T and . We can see that the distributions at low-z are relatively
insensitive to the initial equation of state. Some small differences can be seen
at lower temperatures, consistent with the equation of state given in Table [4.2]
The right-hand panel of Fig. [4.3] shows the CITE temperature distribution at
different redshifts for model T15 — y1.3. As expected, the fraction of shock
heated particles increases with decreasing redshift which is a direct consequence

of structure formation shocks.

4.2.3 A vs Ny relation

We further compared our simulations with other simulation using relation be-
tween baryon overdensity A and H 1 column density Ng;. Conventionally this

relation is fitted by power-law,
A=Ay Ny, (4.3)

where A, is the normalization at fiducial H 1 column density Ny = Nig X
10 ecm™2. Assuming hydrostatic equilibrium, [Schaye| (2001) has derived the
above relation analytically for optically thin gas. The normalization and slope of

the A vs Nyj relation is given by,

1
o =
1.5—0.26(y — 1)

4.5 1.5 0.57
Ao o po, qoze [ 125 0.0221)"° (0.16
0 12 104 142 Qbh2 fg

where v and Ty 4 is slope of equation of state and mean IGM temperature in units

(4.4)

of 10* K respectively and f, is fraction of mass in the gas (excluding stars and
molecules). For v ~ 1.6, Ty 4 ~ 0.45 and I'1o = 0.12 £ 0.03 (for 0.2 < z < 0.3),
the slope and normalization is given as o ~ 0.744 and Ay = 20.6 £ 4. This
simple analytic approach is known to produce v close to what has been seen in
the simulations. However, its prediction of the normalization constant need not
be accurate as one needs to take care of the baryon fraction in different phases.

To calculate such a relation in simulated spectra we fit the Voigt profile to the
absorption lines using our automatic code VIPER (see Chapter [3)). To associate

the baryon overdensity with absorption line we calculate the optical depth (7)
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1 1 I I I I
— No Smoothing

7 Weighted

— No Smoothing
-=- 7 Weighted

17200 17400 17600 17800 18000 18200
Velocity

Figure 4.4: Illustration of assigning optical depth (7) weighted overdensity and
temperature to the absorption lines in simulated spectrum (see section . The
flux shown in the top panel is computed from overdensity (A) (blue solid line),
temperature (T') (blue solid line) and peculiar velocity (v) (blue solid line) given
in 2743 and 4" panel from top respectively. The 7 weighted overdensity (see
Eq. and 7 weighted temperature are shown by red dashed lines in 2°¢ and 3"

panel from top respectively. To calculate 7 weighted temperature, we replaced A;

in Eq. by T;.

weighted overdensity A (Schaye et al.[1999) as follows. Let 7;; be the optical depth
contribution of overdensity A; at the wavelength corresponding to the pixel i to
the optical depth at pixel j. Then the 7 weighted overdensity Aj at pixel j is
given by,

S (4.5)
where NN is the total number of pixels in the spectrum. The total optical depth

at a pixel j is given by,

N
T; = ZTZ']'. (46)
i=1
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4.0 . : : : .
- A=(34.8:t5.9) XN(I)AWOZEO'MZ -
3.5H * Mean logA binned in (ANy = 0.1)

- -,

—1.25

—1.00
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Figure 4.5: Correlation between 7 weighted overdensity A (see section and
column density Nyp for 4000 simulated Ly forest spectra (SNR=50) in the range
0.2 < z < 0.3 for I'y = 0.12 (consistent with our final measurements see Fig. [5.16]).
The color scheme represents the density of points in logarithmic units. Magenta
star points with errorbar are mean 7 weighted overdensity binned in Ngy with
width ANy = 0.1. Black dashed line shows our best fit to the mean 7 weighted
overdensity. The errorbar on best fit values corresponds 1o variation in I'yo which
is 0.03 (see Fig. |5.16]).

Fig. [4.4] demonstrates our procedure for assigning 7 weighted overdensity to
an absorption line. 1%,2°4 34 and 4'" panel from top shows flux, overdensity
(A), temperature (7') and peculiar velocity (v) respectively. The flux in the
top panel is calculated from A, T and v (all solid blue lines). As expected due
to power-law equation of state, A and T are correlated (solid blue lines). We
calculate the 7 weighted temperature by replacing A; in Eq. by T;. The
7 weighted overdensity and the 7 weighted temperature (shown by red dashed
line in 2°¢ and 3" panel from top) are also correlated. We then associate this
7 weighted overdensity at the absorption line center to the column density of
that line (obtained by Voigt profile fitting). Fig. shows the density plot
of 7 weighted overdensity A and column density Ny for 4000 simulated Lya
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spectra (SNR = 50) in the range 0.2 < z < 0.3 for ') = 0.12. The magenta
errorbar shows the mean 7 weighted overdensity (with 1o error) in each bin of
size Alog Ny; = 0.1. The black dashed line shows the power-law fit with Ay =
34.8+ 5.9 and a = 0.77 £ 0.022. The error in A, corresponds to 1o range in I'(y
(see Chapter . We find that « is less sensitive to I'15, the error in a accounts
for different thermal history (i.e., different values of ).

The power-law index from our simulation (o« = 0.77 £ 0.022) matches well
(within 20) with |Davé et al. (2010) and [Tepper-Garcia et al.| (2012))(ov ~ 0.786)
and theoretically expected values but is slightly higher than Shull et al.| (2015)
(see Table [4.1]). The normalization parameter A in our simulation 34.8 £ 5.9 is
in agreement (within 1o) with Shull et al.| (2015); [Smith et al. (2011)) and Davé
et al. (2010) simulation but less than Tepper-Garcia et al.| (2012)) (A, ~ 48.9).
Note that Tepper-Garcia et al.| (2012) used a simulation box with factor 2 lower
resolution. Also Aq is sensitive to the value of I'15 used to generate simulated
spectra (see Eq. [1.4).

We also found that the mean flux decrement (DA) calculated from our sim-
ulation is within 30 percent to that found from |[Paschos et al.| (2009) and within
20 percent to that from Kollmeier et al. (2014); Viel et al. (2017) when we use
their I'15 in our simulations. The higher values of |Paschos et al.| (2009) can be at-
tributed to the additional heating incorporated in their simulations. Whereas the
differences in DA with Kollmeier et al.| (2014); Viel et al.| (2017) can be attributed
to the differences in fraction of baryons in diffuse phase, mean IGM temperature
of the gas in simulation and cosmological parameters used.

We summarize the comparison between our simulation results and others in
Table [4.1] As can be seen, our estimates of T and -, the fraction of baryons
in diffuse gas and in WHIM (accounting for differences in the precise definition),
as well as A vs Ny relation match quite well with those from other simulations,
thus validating our method of evolving the gas temperature using CITE. The

advantages of using CITE for the low-z IGM studies are as follows:

» Because CITE is based on post-processing the GADGET-2 output, the method

is computationally less expensive.
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o CITE allows us to explore large thermal history parameter space without

performing the full SPH simulation from high-z.

e We are able to include the ionization and thermal evolution in GADGET-2

as post processing steps.

It is easy to incorporate the radiative cooling for a wide range of metallicities

in CITE.

All these allow us to explore a wide range of parameter space thereby enable us to
have a reliable estimation of errors associated with the derived 'y as discussed

in Chapter

4.2.4 Feedback Processes

Our simulations does not include any feedback processes such as galactic winds
or AGN feedback. Previously Shull et al.| (2015)) used the simulations of |[Smith:
et al.| (2011) which included two types of feedback namely local and distributed
feedback. They found that the phase diagram converges as long as simulation box
size L > 50h~! cMpc. While the fraction of baryons in WHIM and condensed
phase changes considerably with feedback prescription, the fraction of baryons in
diffuse phase that is responsible for Ly« forest remains similar. Because of this
they found that both feedback processes affect column density distribution mildly
and hence I'j5 constraint remains similar (see Fig. 6 in [Shull et al.|2015). The
feedback method however, can affect the clumpiness of the IGM on small scales
whereas large scale correlation between parameters such as A and Nyp are nearly
unaffected. Similarly Davé et al. (2010) and Kollmeier et al. (2014) found that
the properties of Ly« forest are largely insensitive to wind models and feedback

prescriptions. Keeping this in mind, now use our simulation to derive I'g; from

the HST-COS data in Chapter [f
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4.3 High-z Lya forest: Comparison with GADGET-
3

While c1TE works well for low-z Ly« forest (and low resolution simulation ~ 48
ckpc) as shown in previous section, the dynamical evolution of SPH particles at
finite pressure is an important effect when we consider high resolution simulations
(e.g. ~ 10 ckpc) at high-z (2 < z < 4). In this section, we show the consistency
of our method with that from GADGET-3 (Bolton et al.|[2006, in which the thermal
effects on the hydrodynamical evolution of baryonic particles are taken care of
in a self-consistent manner) by comparing different Ly flux statistics frequently
used in the literature.

In particular, we compare the Ly« forest generated from G2-LTF, G2-HTF
with that from GADGET-3 using eight statistics, namely, (i) the line of sight
baryonic density field (6 = A — 1) power spectrum (PS), (ii) the flux probability
distribution function (PDF), (iii) the flux power spectrum (PS), (iv) the wavelet
statistics, (v) the curvature statistics, (vi) the column density distribution func-
tion (CDDF), (vii) the line width (b) distribution function and (viii) the b vs
log Ny correlation. The statistics (i)-(v) are obtained assuming Lya transmit-
ted flux to be a continuous field whereas, the statistics (vi)-(viii) are based on
Voigt profile decomposition of Lya forest. For this purpose we use our automatic
Voigt profile fitting code VIPER described in Chapter [3] (also see |Gaikwad et al.
2017¢). Note that the statistics (ii)-(viii) are relatively straightforward to obtain

from observations as well as from simulations.

4.3.1 Generation of mock Lya forest spectra

To perform a quantitative comparison of the Lya forest spectra extracted from
different models, we shoot random sightlines through the simulation. We then
splice together the lines of sight in such a way that it covers a redshift path
z40.05, where z = 2.5, 3.0, 3.5, 4.0 are redshifts of the simulation box. Following
Gaikwad et al.| (2017blc); Rollinde et al.| (2013), we generate a mock sample of
Nspee = 20 Lya forest spectra for the GADGET-3, G2-LTF and G2-HTF models.

We repeat the procedure by choosing different random sightlines and generate
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N = 100 such mock samples. The collection of N mock samples constitute a
“mock suite” that consists of N X Ng,ec = 2000 simulated spectra. We estimate

the covariance matrix for different statistics using the simulated spectra.

4.3.2 Line of sight § power spectrum

[-—- GADGET-3 =-a G2-LTF  *-#* G2-HTF

10° 10! 10% 10°  10° 10! 10% 10®  10° 10 10% 10®  10° 10? 10? 10%
k (hMpc™) k (hMpe ) k (hMpe ™) k (hMpe ™)

Figure 4.6: Fach panel shows the comparison of the line of sight density field
power spectrum from GADGET-3 (black circle), G2-LTF (blue squares) and G2-
HTF (red stars) models. The gray shaded region in each panel represents lo
uncertainty (diagonal elements of covariance matrix given in Eq. on the PS
from GADGET-3. We present the results for 4 redshifts that are identified in each

panel.

The statistical properties of the Lya forest are sensitive to the line of sight
1D density field. We calculate the power spectrum of the 1D density fluctuations
using sightlines of comoving length equal to the simulation box size 10 ™! cMpc.
This is done by first computing the Fourier transform §(k) of the density field
§(x), the corresponding power is simply given by Ps(k) o [6(k)[>. We normalize
the density PS (Zhan et al.[|2005) as,

op = | — Ps(k) (4.7)

where o7, is variance of the 1D density field. We bin the density PS in 20
equispaced logarithmic bins with centers at & = 2,2.6,3.38,--- ,224.92,292.38
and bin width Ak = 1.3 (Kim et al.|2004).

Following \Gaikwad et al.| (2017b); Rollinde et al.| (2013), we take the average

of all density power spectra along different sightlines in a mock sample (consisting
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Table 4.3: Reduced x? between G2-LTF, G2-HTF model and reference model
GADGET-3 for different statistics.

z2=25 z=3.0 z2=235 z=4.0
Statistics! G2-LTF G2-HTF G2-LTF G2-HTF G2-LTF G2-HTF G2-LTF G2-HTF
Density Power spectrum (6)  0.41 0.98 0.67 0.79 0.82 0.60 1.21 0.58
Flux PDF 1.26 0.76 1.41 0.80 1.79 0.76 1.87 0.81
Flux PS 0.50 0.36 0.68 0.25 1.82 0.22 3.23 0.45
Wavelet PDF 0.20 0.42 0.60 0.17 4.46 0.27 12.84 0.74
Curvature PDF 0.30 0.19 1.34 0.49 6.81 0.82 17.07 0.78
CDDF? 0.28 0.27 0.25 0.23 0.40 0.21 1.61 0.14
b parameter distribution 0.36 0.37 0.34 0.23 0.37 0.24 0.26 0.16
b vs log Ny correlation 0.17 0.25 0.22 0.22 0.23 0.17 0.50 0.15

L For a given redshift, all the astrophysical parameters (Ty, 7, T'm) are same for G2-LTF, G2-HTF and GADGET-3
models. Reduced x? is calculated using full covariance matrix for flux PDF and flux PS. However, for other statistics
we used diagonal elements of the covariance matrix as off diagonal elements are noisy.

2 The reduced x? for CDDF, b parameter distribution and b vs log Ny correlation is calculated from lines in a sample
above completeness limit at each redshift.

of 20 lines of sight). We then calculate the mean density PS and the associated
errors from the mock suite (which consists of N = 100 mock sample). Let Ps,,(k;)
denotes the value of density PS in i** bin of n'* mock sample, then the average

density PS in i** bin is given by,

Ps(k;) = ]1[ ﬁjpa,n(k’z‘) : (4.8)

The covariance matrix element C(i,5) between the i and j* bins is given by,

Clij) = g Pt = PoalhlPsths) ~ Pooli)l (49

where, 7 and j can take values from 1 to the number of bins.

Fig. [4.6)shows the density PS for the GADGET-3 (black circles), G2-LTF (blue
squares) and G2-HTF (red stars) models at four different redshifts as mentioned in
each panel. The grey shaded region corresponds to the 1o error on the GADGET-3
density PS. We find that at all redshifts the density PS for G2-HTF is within
lo (X3, < 1, see Table of that from GADGET-3. However on scales below
36 h=! ckpe (k ~ 175 h Mpc™t), the power predicted from G2-HTF is smaller
than that from GADGET-3. This is due to the fact that the minimum temperature
(irrespective of the density) in G2-HTF is ~ 10000 K, while the particles with
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4.3 High-z Ly« forest: Comparison with GADGET-3

A < 1 are at temperature smaller than 10000 K for GADGET-3 model because
of the T'— A relation. This higher temperature in G2-HTF model leads to an
additional pressure smoothing, thus the power on scales below 36 h~! ckpc is
smaller than that from GADGET-3. On the other hand, model G2-LTF has higher
power on the scales in the range 35-135 ckpc (k ~ 180 — 47 h Mpc~! ). This
power is more prominent for highest redshift bin z = 4. This highlights the need
for an appropriate smoothing of the density field on scales larger than pressure
smoothing scale for G2-LTF for higher redshifts. Thus unlike the G2-HTF model,
a single Jeans length expression for particles in G2-LTF model does not reproduce
the GADGET-3 density field PS at all redshifts.

4.3.3 Flux probability distribution function

The flux PDF is one of the flux statistics that is sensitive to I'g; and is relatively
straightforward to calculate from observations as well as simulations (Desjacques
et al. 2007 |Gaikwad et al. 2017b; |[Jenkins and Ostriker| 1991; |Kim et al. |2007
McDonald et al.2000; Rollinde et al.[2013). We calculate the flux PDF in 21 bins
with bin centers at F' = 0.05,0.1,0.15,---,0.95,1.0 and bin width AF = 0.05
(consistent with |[Kim et al.|2007)). The pixels with F' < 0 (F > 1) are included in
the first (last) bin. Let P,(F;) denote the value of flux PDF in i bin of n'* mock
sample then average flux PDF in i bin (denoted as P(F})) is given by Eq.
where we replace P, (k;) with P,(F;). Similarly the covariance matrix element
C(i, 7) between the i and j™ bins is obtained from Eq. [4.9| by replacing Ps., (k;),
Ps(k;) with P,(F;), P(F;) respectively. We use the full covariance matrix for x>
calculations involving the flux PDF.

The left hand panels in Fig. show the flux PDF from the GADGET-3
(black circles), G2-LTF (blue squares) and G2-HTF (red stars) models. The grey
shaded region corresponds to lo error (diagonal element of covariance matrix)
on the GADGET-3 flux PDF. Note that I'j5 = 1 is same for all the three models
at all redshifts. At all redshifts the flux PDF for G2-HTF and G2-LTF is within
lo (X3, ~ 1, refer Table with that from GADGET-3. Though flux PDF in
G2-LTF model is in good agreement with that from GADGET-3 at z = 2.5 and
3.0, it differs by ~ 20 percent (in the bin F' = 1.00) and ~ 50 percent (in the bin
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Figure 4.7: Left and middle panels show comparison of the Ly« forest flux PDF
and flux PS respectively from GADGET-3 (black circle), G2-LTF (blue squares)
and G2-HTF (red stars) where we use I'j9 = 1. The gray shaded region in each
panel represents lo uncertainty (diagonal elements of the covariance matrix) on
the respective statistics from GADGET-3. Right panels show the combined (for flux
PDF and PS) reduced x? as a function of I'15 for G2-LTF (blue squares) and G2-
HTF (red stars) model. GADGET-3 is used as the reference model with I';2 = 1.
The x? is calculated between statistics from GADGET-3 and G2-LTF or G2-HTF
models (see Table 4.3). The lo statistical uncertainty on the recovered I'j2 for
G2-HTF model is indicated by black dashed vertical lines. First, second, third and

fourth row from top corresponds to z = 2.5,3.0,3.5 and 4.0 respectively.
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4.3 High-z Ly« forest: Comparison with GADGET-3

F =10.95) at z = 3.5 and 4.0 respectively. This is mainly because the density PS
at these redshifts are different for the G2-LTF model as compared to those in the
GADGET-3 model (see Fig. |4.6]).

4.3.4 Flux PS

Like the density PS, the flux PS is a two point correlation function between pixels
of the Lya transmitted flux (Arinyo-i-Prats et al.|[2015; Croft et al.|/1998; Kim
et al. 2004; McDonald| 2003 [McDonald et al|[2000; |Zhan et al.|2005)). The flux
PS is known to be sensitive to the astrophysical parameters such as 'y, Ty and
v (Viel et al.||2004a; Zaldarriaga 2002; |Zaldarriaga et al. [2001). The procedure
for calculating the flux PS is identical to that of the density PS except that the
field is the Ly« transmitted flux instead of the density. If we denote the value
of flux PS in " bin of n'" mock sample as Pr,,(k;) then the average flux PS in
i'" bin is obtained from Eq. by replacing Ps,(k;) with Pg,(k;). In similar
vein, the covariance matrix elements C'(i, j) are obtained from Eq. . The x?
is calculated using the full covariance matrix.

The middle panels in Fig. show the flux PS from GADGET-3 (black cir-
cles), G2-LTF (blue squares) and G2-HTF (red stars) models for different redshift
bins. The grey shaded region corresponds to 1o error (i.e., diagonal elements of
covariance matrix C') on GADGET-3 flux PS. Note that at the redshift of interest
the astrophysical parameters 'y, Ty and ~ are same for different models. The
flux PS for different models behave in a way similar to the density PS. The flux
PS from G2-HTF model is consistent within 1o (x3,; ~ 0.5 from Table |4.3)) to
that from the GADGET-3 model at all redshifts. However, G2-LTF model at
z = 3.5 and 4.0 (x3,; ~ 3 from Table has slightly more power at scales in
the range 220 — 650 ckpc (k ~ 30 — 10 » Mpc™'). We also see the suppression
of fluctuation in flux as compared to baryon density i.e. errorbars in flux PS are
smaller as compared to density PS as noted by |Zhan et al.| (2005). This is because
the transformation (logarithmic suppression) between baryon density and flux is

non-linear.
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4.3.5 [I'19 recovery

The difference we see between the models discussed above in the flux PDF and
the flux PS will have direct consequence in the I'yy values derived. To study
this, we treat GADGET-3 as the reference model and see how the value of I'yy is
recovered when we use the G2-LTF and G2-HTF models. For this, we vary I'yo
in G2-HTF (or G2-LTF) model and calculate the flux PDF and flux PS. The x?
between the flux PDF / PS calculated from GADGET-3 and that from G2-HTF
(or G2-LTF) model can be written in the matrix form as (for similar method see
Gaikwad et al.|2017Dh),

Xirr) = [Pri) — Paal CF [Pryy) — Paal* (4.10)

where Psq and Pr,,) is flux statistics (either flux PDF or PS) from GADGET-3
and G2-HTF (or G2-LTF) model respectively. C' is covariance matrix as given in
Eq. 1.9 Note that we use full covariance matrix for y? estimation.

The right panels in Fig. show x? as a function of I';y from G2-HTF (red
stars) and G2-LTF (blue squares) model at four different redshifts. The black
dashed vertical lines show the statistical uncertainty in I'y5 for G2-HTF mode]ﬂ
The T'y5 is recovered within 1o (dI';3 ~ 0.1) in G2-HTF model at all redshifts
whereas G2-LTF model fails to recover the I';5 within 10E]. The I'ys recovered
from G2-LTF model at z = 3.0 and z = 4.0 is higher by a factor of 1.7 and 2
respectively. The minimum x3; for G2-HTF model is also close to 1 indicating

the goodness-of-fit.

4.3.6 Wavelet statistics

The wavelet statistic has been used in the past to constrain the thermal history
parameters of the IGM (Garzilli et al.|[2012; |Lidz et al.|2010; [Theuns and Zaroubi
2000; [Theuns et al. [2002b; Zaldarriaga [2002). Wavelets have finite support in
both real and Fourier space and thus can be used to extract the power at scales

of interest. This is necessary because large scales (small k) are not sensitive to Tp,

IThe statistical uncertainty corresponds x? = x2,;, + Ax? Ax? =1 (Press et al.[[1992).
2Ty, recovery and its associated error depends on the SNR used in the analysis. The error

in the recovered I'y5 are quoted for SNR = 25.
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Figure 4.8: An example of a Morlet wavelet (s, = 50 kms~!). Morlet is a sine (or
a cosine) function damped by Gaussian. The wavelet of suitable scale is convolved

with transmitted Lya flux. The resulting wavelet amplitudes are sensitive to the

mean temperature of the IGM.
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Figure 4.9: Top panel shows the transmitted Lya flux for mean IGM temperature
To = 24000 K (blue curve) and Tp = 8000 K (red curve). The middle panel shows
the smoothed wavelet power (see Eq. [4.14)) for the two models. The bottom panel

shows the curvature (log |k| see Eq. [4.15)) for the same two models. It is clear from
the bottom two panels that the higher the mean IGM temperature, the smaller the

wavelet power and curvature values.
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Figure 4.10: Left and right panels show the comparison of the smoothed wavelet
power PDF and PDF of curvature parameter of Lya transmitted flux respectively
from GADGET-3 (black circle), G2-LTF (blue squares) and G2-HTF (red stars).
The gray shaded region in each panel represents 1o uncertainty on the respective
statistics from GADGET-3. First, second, third and fourth row from top corresponds
to z = 2.5,3.0,3.5 and 4.0 respectively.
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~ variation whereas small scales (large k) are contaminated by noise and metal
lines in observations (Lidz et al.|[2010). We use the “Morlet” wavelet (see Fig.
, usually a sine (or a cosine) function damped by Gaussian, which has the

form )
U(z) = A exp(—i ko z) exp [— ;2] (4.11)
s

n

where s,, = 50 kms™!

, and kg = s,,/27 is the scale over which power is extracted.
As shown by |Lidz et al| (2010), this scale is sensitive to T and 7 variations. A

is a normalization constant fixed by,

/ ()P de =1 . (4.12)

The wavelet coefficients are obtained by convolving the Ly« flux (F') with Morlet
as,

an () = / F(2') U(x — ') da’ (4.13)

The wavelet power is then given by A,(z) = |a,(z)|?>. Following Lidz et al.
(2010), we smooth the wavelet power on scales of L = 1000 kms™'to avoid noisy
excursions in wavelet power

o0

Apn(z) = i [ x— a1 1/2) Au(e!) dr (4.14)

where O(|z—1'|; L/2) is the top-hat filter. Fig. [4.9]shows that the wavelet power is
anti-correlated with the temperature of the IGM. The left panels in Fig. show
the PDF of the smoothed wavelet power (A ,) from GADGET-3 (black circles),
G2-LTF (blue squares) and G2-HTF (red stars) models for different redshift bins.
As the IGM equation of state parameters T and 7 evolve with redshift, the peak
of the PDF also shifts accordingly. The wavelet PDF for G2-HTF model is in very
good agreement with GADGET-3 model (Y3 ; ~ 0.5 see Table at all redshifts.
In contrast, the wavelet PDF is systematically different at higher redshifts in the
G2-LTF than in the GADGET-3 model (x3,; > 4 at z = 3.5 and 4). This is
because density field power spectrum has larger power at small scales in G2-LTF
model (see Fig. thus affecting the Ay, measurement. We rerun G2-LTF
with best fitted 'y (shown in Fig. and found the same results.
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4.3.7 Curvature statistics

Similar to the wavelet analysis, Becker et al.|(2011) introduced a curvature statis-
tics to measure the amount of small-scale structure in the Ly« forest. The cur-

vature k is defined as,
F//

(4.15)

where F’, F” is first and second derivative of Lya transmitted flux respectively.
Fig. shows that, for higher IGM temperature, the value of the curvature
r is smaller. This statistics is suitable for obtaining the IGM temperature at
characteristic overdensity which is found to be an almost one-to-one function
of the mean curvature regardless of v (Becker et al.|[2011; Boera et al.|[2014;
Padmanabhan et al. 2014} 2015} [Upton Sanderbeck et al.|[2016). Following the
earlier works, Padmanabhan et al.| (2015) have shown that the mean and the
percentiles of the curvature distribution function can be used to obtain constraints
on the equation of state. The right panels in Fig. show the PDF of the
curvature from GADGET-3 (black circles), G2-LTF (blue squares) and G2-HTF
(red stars) models for different redshift bins. Again the G2-HTF model is in good
agreement with GADGET-3 model at all redshifts (x3.; ~ 0.9 from Table. On
the other hand, curvature is systematically more at higher redshifts in G2-LTF
than GADGET-3 model. The reduced x? in this case is as high as ~ 32. This is
because small scale fluctuations in density field are large for G2-LTF model (see
Fig. which affects the curvature x measurement.

4.3.8 Column Density Distribution function (CDDF)

The next three statistics treat the Lya forest as a composition of discrete Ly«
absorbers. Each Lya line can be fitted with Voigt profile having 3 free parameters
column density (Nyj), linewidth (b) parameter and line center (\.). We used
VIPER to decompose the Ly« forest into multi-component Voigt profile. We refer
the reader to Chapter [3] for more details on VIPER. A sample of Voigt profile
decomposition using VIPER is shown in Fig. Visually, the match between
input and fitted spectra is good. We fit 24000 (at each z) spectra for the three
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Figure 4.11: Voigt profile decomposition using VIPER. The input flux is shown
by black circles and fitted flux is shown by red solid curve. First, second, third and
fourth panel from top shows the spectra from simulation box at z = 2.5, 3.0, 3.5,4.0

respectively. All the spectra are shown for G2-HTF model.

models at four different redshifts which can be done quite efficiently using our
automated routine.

The CDDF, f(Nyy, 2), is a bivariate distribution that describes the number
of absorption lines in the column density range log Ny and dlog Ny and in
the redshift range z to z + dz. The CDDF is sensitive to I'y; (Gaikwad et al|
2017¢; |Gurvich et al|2017; [Kollmeier et al|2014} [Schaye [2001}; [Shull et al.|2015]
2012; |Viel et al2017)). Left panels in Fig. show the CDDF from GADGET-
3 (black circles), G2-LTF (blue squares) and G2-HTF (red stars) models for

different redshift bins. We have not accounted for incompleteness of the sample

in the calculation of redshift path length. However, the reduced x? is calculated
from lines above completeness limit. Again the CDDF from G2-HTF model is
in good agreement (x3; ~ 0.3 from Table 4.3) with that from GADGET-3 at all
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Figure 4.12: Left, middle and right panels show the comparison of the CDDF,
b parameter distribution function and b vs log Ny correlation respectively from
GADGET-3 (black circle), G2-LTF (blue squares) and G2-HTF (red stars). The
gray shaded region in first two columns (except b vs log Nyr panels) represents
lo uncertainty on the respective statistics from GADGET-3. First, second, third
and fourth row from top corresponds to z = 2.5, 3.0, 3.5 and 4.0 respectively. The
incompleteness of the sample is not accounted for in the calculation of CDDF. The
completeness limit is shown by solid vertical green line. In the right panel, the
colour scheme indicates density of points in logarithmic units for GADGET-3. The
lower envelope in right panel is obtained by calculating 10" percentile of b values
in log Ngr bin. We calculated the x? for the three statistics from sample of lines
only above the completeness limit. However, in the plot we show the results for

full sample. 130
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redshifts. However, G2-LTF model predicts more number of lines at lower column
densities log Ny; < 13.5. This is because density field in G2-LTF is less smooth
as compared to that from GADGET-3 model. The features arising from variation
in density field of G2-LTF model is identified and fitted by VIPER as lines with
smaller column densities (for example see the region between 8 — 9 cMpc in Fig.
2.9). Thus the CDDF from G2-LTF and G2-HTF models are consistent within

lo with that from GADGET-3 model above the completeness limit.

4.3.9 Linewidth (b parameter) distribution function

The middle panels in Fig. show the linewidth distribution, which is sensitive
to thermal history and unknown turbulent motions in the IGM (Davé and Tripp
2001}, |Gaikwad et al.|[2017¢c; McDonald et al. 2001}, [Schaye et al.|[1999, [2000; Viel
et al.|2017), from GADGET-3 (black circles), G2-LTF (blue squares) and G2-HTF
(red stars) models for different redshift bins. Again, unlike the G2-LTF model the
linewidth distribution from G2-HTF model is consistent within 1o with that from
GADGET-3 model. The reduced x? between G2-HTF (G2-LTF) and GADGET-3
model is ~ 0.3 (~ 0.35). Note that for the x? analysis, we use the b parameter
distribution calculated from lines only above the completeness limit. However,
the b parameter distribution plotted in Fig. is calculated from all the lines

in sample.

4.3.10 b versus log Ny scatter

The right panels in Fig. show the b versus log Ny scatter for GADGET-3
model. The color scheme represents density of points in logarithmic units. We
summarize the x? calculated from this 2D distribution between G2-LTF, G2-HTF
and GADGET-3 model in Table 4.3 The x3,; ~ 0.25 for the G2-LTF and G2-
HTF models indicates good agreement with the GADGET-3 model. Another way
to assess the goodness of fit is to match the lower-envelope in b versus log Nyp
plot. The lower-envelope in the b versus log Ny plot has been used in the past to
constrain the thermal history parameters Ty and v (McDonald et al.2001; Schaye
et al.||1999, |2000). Following (Garzilli et al.| (2015]), we obtain the lower-envelope

by calculating the 10" percentile of b values in log Ny bin. The lower-envelope

131



4. CONSISTENCY OF CITE AND GLASS

in b versus log Ny plot from G2-HTF (red stars) is again in agreement with
GADGET-3 (black circles) within 1o. On the other hand, at z = 3.5 and 4.0,
the lower-envelope from G2-LTF (blue stars) is consistently smaller at log Ny
< 13.5 than that from GADGET-3 model. This can again be attributed to extra
absorption line features with smaller log Nyy identified by VIPER. It should be
noted that, above the completeness limit the lower envelope from both the G2-
LTF and G2-HTF models are in very good agreement with that from GADGET-3
model at all redshifts.

4.3.11 Effect of change in thermal history

[ — GADGET-3 + Enhanced HM12  -- G2-HTF + Enhanced HM12]

Sightline - 1

Sightline - 2

x (h~! Mpc)

Figure 4.13: Line of sight comparison of Ly« flux (F') for GADGET-3 (black solid
line) and G2-HTF (red dashed line) simulation boxes at z = 2.5 along two different
sightlines as shown in top and bottom panels. GADGET-3 simulation is performed
with an enhanced photo-heating rates (see section for details). For G2-HTF
model, we used enhanced HM12 photo-heating rates in CITE. The Ly« flux F' along
the sightline match very well for the two models. The Ly« flux is not convolved

with any LSF and no noise is added to the flux.

The comparison between the different models discussed till now has been per-
formed for the HM12 UVB model. It is, however, important to validate our
method for different UVB models where thermal the history is significantly dif-
ferent from that in the case of the HM12 UVB. In order to explore this, we follow
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Becker et al.| (2011]) and modify the photo-heating rates of species ¢ =[H 1, He 1,

He 11] as ¢; = a x M1 HMI12

where, € is HM12 photo-heating rates of specie 1.
We choose a = 2.933 such that the T} is increased by factor of ~ 2 while ~ re-
mains same at all redshifts. With this updated photo-heating rates we performed
a GADGET-3 (with QUICK LYALPHA flag) and G2-HTF simulation with the
initial conditions same as described in section 2.3.1] It is important to empha-
size here that we do not perform a GADGET-2 simulation again, rather we only
modify the HM12 photo-heating rates while running CITE in the post-processing
stage on the same simulation run earlier. Note that at the initial redshift z = 6,
we use Ty = 14543 K and v = 1.51 in CITE consistent with GADGET-3 for en-
hanced HM12 photo-heating rates at that redshift. Fig. shows comparison
of Lya flux from GADGET-3 and G2-HTF model for enhanced HM12 photo-
heating rates. The flux from the two models match very well with each other.
We also calculate the line of sight density PS, flux PDF, flux PS, wavelet PDF,
curvature PDF, CDDF, b parameter distribution and b vs log Ny distribution
for these models and calculated the x2. The reduced 2 for these statistics are
~ 0.33,0.67,0.34,0.41,0.59,0.23,0.37 and 0.28 respectively. Using this model we
were also able to recover I'j; within 1o from flux PDF and flux PS statistics. This
shows that G2-HTF model is consistent with GADGET-3 model for a significantly
different thermal history. Thus for a range of physically motivated photo-heating
rates from UVB calculations (such as|Khaire and Srianand 2015a/b|), we can eas-
ily probe the Ty — « parameter space and calculate Lya flux in G2-HTF model
without performing full GADGET-3 simulation.

We now highlight the advantages of using our method for simulating Ly«

forest:

« Efficiency : Table summarizes the CPU time consumption in various
parts of the code. Significant fraction of time is spent in evolution of A, v
and T in both codes. However, unlike GADGET-3 we need to evolve A, v
and 7" in G2-HTF (or G2-LTF) only once. To vary astrophysical parameters
in G2-HTF, we just need to vary UVB in CITE. This allows one to probe
Ty and 7 parameter space efficiently. For example, the time (per core)
required to simulate Ly« forest for 10 different UVB in GADGET-3 is ~ 67
days whereas for GADGET-2 is ~ 8 days.
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e Accuracy : The Ly« flux statistics from our method is accurate within 5
percent with that from GADGET-3. We have shown that using our method

'y can be recovered within 1o statistical uncertainty.

o Flexibility : In addition to HM12, it is straightforward to incorporate
other UVB such as [Faucher-Giguere et al. (2009); [Khaire and Srianand
(2015ayb)) in CITE and evolve the temperature without performing full hy-
drodynamic simulation. CITE can be run in either equilibrium or non-
equilibrium ionization evolution mode. It is easy to incorporate cooling due
to metals in CITE by changing cooling rate tables (Gaikwad et al.2017b;

Wiersma et al|2009, for similar analysis )]

4.4 Summary

In this chapter we validated our method (GADGET-2 post-process with CITE and
GLASS) of modeling the Ly« forest. For low-z (and low resolution) Ly« forest we
compare our results with other simulations in the literature. Whereas for high-z
(and high resolution) Ly« forest where pressure smoothing effects are important,
we show the consistency by comparing our simulations with full hydrodynamic

simulation GADGET-3. The main results of our analysis are as follows.

o We compare our results with other low-z simulations in the literature using
three predictions. These are, (i) thermal history parameters: our simula-
tion predicts Ty ~ 5000 K and v ~ 1.6 in the redshift range z = 0.1 to
0.45. These values are shown to be insensitive to our choice of T; and ~
at an initial redshift, z; = 2.1; (ii) distribution of baryons in phase dia-
gram at z = 0: We find ~ 34 per cent of baryons are in diffuse phase,
~ 29 per cent in WHIM, ~ 18 per cent in hot halo and ~ 19 per cent
in condensed phase and (iii) the correlation between baryon overdensity A
vs H 1 column density, Ny, in the redshift range 0.2 < z < 0.3: we find
A = 34.8 + 5.9 (Ng/1014)0-770£0:022 = Ve show that all these predictions

compare well with those of low-z simulations in the literature that include

thttp:/ /www.strw.leidenuniv.nl/WSS08 /
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Table 4.4: Consumption of CPU time (in hours) per core for vari-

ous tasks of the code for a cosmological run from z = 99 to z = 2.0

Step Description® GADGET-3 G2-HTF

1 A, v and T Evolution 156 108

2 CITE (T Evolution)® - 3.5

3 Grid calculation® 3.5 4

4 GLASSY 1 1

- Total time to run 10 different 1605 193
UVB model® (67 days) (8 days)

@ The analysis was done using 256 core on [UCAA PERSEUS
cluster.

b CITE evolves the temperature of the SPH particles from z =
6.0 to z = 2.0. Temperature is evolved internally in GADGET-3.
¢ We used modified smoothing kernel for G2-HTF or G2-LTF as
given in Eq. 2.11] The time is given for 10240 random sightlines
through simulation box.

4'We apply equation of state as given in Eq. for G2-HTF
and G2-LTF models. The numbers are given for total 10 X
2048 simulated Ly« forest spectra. We splice 5 sightline to
cover redshift path length for a single spectra.

¢ The total time required to run 10 UVB model for GADGET-
3 is sum of time consumed by steps 1, 3 and 4 (i.e. 160.5 x
10 hours). Unlike GADGET-3, step 1 is performed only once
for G2-HTF or G2-LTF models. For different UVB models, we
follow step 2-4 in the post-processing stage. Hence the total
time required to run 10 UVB model for G2-LTF or G2-HTF
model is (108 hours + 8.5 hours x 10 = 193 hours).
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different feedback processes at varied levels. Feedback processes such and
galactic winds or AGN feedback are not incorporated in our simulations.
However, as shown by Shull et al.| (2015]) these processes are not expected

to severely influence the Ly« forest statistics.

o We generate the Ly« forest spectra by shooting random sightlines through
simulation box in all the 3 models. We compare the G2-LTF and G2-
HTF with the GADGET-3 model using 8 different statistics, namely: (i) 1D
density field PS, (ii) flux PDF, (iii) flux PS, (iv) wavelet PDF, (v) curvature
PDF, (vi) column density distribution function, (vii) linewidth distribution
and (viii) b vs log Ny correlation, at four different redshift z = 2.5, 3.0, 3.5
and 4.0. Treating the GADGET-3 model as the reference, we demonstrate
that the H 1 photoionization rate (I'yr) can be recovered, using flux PDF
and flux PS statistics, within 1o statistical uncertainty using the G2-HTF
model. We find that the G2-HTF model is in general very good agreement
(within 1o) with GADGET-3 model at all redshifts.

o Using enhanced HM12 photo-heating rates, we obtain a thermal history
such that Tj is increased by a factor of ~ 2. We show that our method
for such significantly different thermal history is consistent (in 1lo) with

GADGET-3 simulation.

Our method to simulate the Lya forest is computationally less expensive, flexible
to incorporate changes in UVB, metallicity, non-equilibrium ionization evolution
etc. and accurate to within 5 percent. This method can be used in future to
explore Ty, v and I'yr parameter space and to simultaneously constrain these

quantities from observations.
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5 Parameter Estimation: [’y at

z < 0.5

This chapter contains material that has been published in|Gaikwad et al. (2017blld).
In this chapter we use our tools (i.e., CITE, GLASS, VIPER and Ly« statistics mod-
ule) developed for efficient modeling and analyzing the Ly« in Chapter [2] and

to constrain the astrophysical parameter from observations.

5.1 Introduction

After the H 1 reionization (z > 5.5, Becker et al.[[2001; Bolton et al. 2011} [Fan|
et al.[2001), 2006}, Khaire et al.[2016; [Madau et al.[1999; [Planck Collaboration et al.|
2016; Robertson et al.|2010), the IGM at subsequent epoch is maintained at a
highly ionized state by UVB radiation (A < 912 A). This UVB is contributed by
radiation from blackhole accretion in QSO and stellar light escaping from galaxies
(see for example, Fardal et al.|[1998; [Haardt and Madau|[1996; Miralda-Escude]
and Ostriker|[1990; Shull et al.|[1999). The stellar contribution to UVB depends

crucially on the fraction of ionizing photons escaping the galaxies known as the

escape fraction (fese). The fes, in principle, depends on various physical factors

such as the galaxy mass, morphology, composition of the interstellar medium

(ISM), spatial distribution of gas and supernova rates (Benson et al.|[2013} |Cen|
and Kimm| 2015} [Fernandez and Shull 2011; |Gnedin et al.|2008; |Kim et al.|2013];
Ricotti and Shull 2000; Roy et al|2015). As a result, there is no consensus

among different models of f... Measuring f.. directly from observations too is

quite challenging. The reported values of fo. at 2 < z < 4 vary between 0.01
to 0.2 (Boutsia et al.|2011; Cooke et al. 2014; |Grazian et al.|2016; Iwata et al.|
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2009; Micheva et al|2015} [Mostardi et al.[2015; [Nestor et al|2013} [Siana et al.
2015} |Smith et al.|2016; Vasei et al.|2016). At z < 2, apart from the detection of

high fesc in few individual galaxies (Bergvall et al.|2006; Borthakur et al.|[2014;
Deharveng et al[2001; Izotov et al.[2016b; [Leitet et al.[2013; Leitherer et al.|2016)),
the 30 upper limits on average fes. obtained by stacking samples of galaxies is
< 0.02 (Bridge et al.|[2010; Cowie et al.|2009; Rutkowski et al.|2016; Siana et al.|
2010).

An alternate way of constraining fes. (and hence the stellar contribution to

the UVB) is by measuring H 1 photoionization rate (I'y) (see [Inoue et al.[2006;
Khaire et al2016]). The fe also determines the shape of the UVB
Srianand| 2013)) which is important for modeling the distribution of ions in the
IGM detected in the QSO spectra (Finn et al.|2016; Oppenheimer et al. 2016}
Rahmati et al.|2016; Shull et al.[2014]). The UVB estimated at any given redshift
2o depends on emissivities of radiating sources and the IGM opacity (contributed
mainly by the partial Lyman Limit Systems (LLS) with Ny; > 3 x 10 cm™2
and LLS with Ny > 1017 em™2) over the large redshift range z > 2. Therefore,

measurements of I'yr(zp), can be useful to constrain the IGM opacity evolution

at z > zp, especially at low-z where it is ill-constrained.

[y is usually constrained in the literature using three methods: (i) The first
method uses the H 1 absorption in the proximity of QSOs (Bajtlik et al.|/1988;
[Calverley et al|[2011; [Dall’Aglio et al|2009; [Kulkarni and Fall|[1993; [Scott et al.
2000; |Srianand and Khare[1996). The main uncertainties in this method arise

because of the anisotropies in the QSO emission (Kirkman and Tytler|2008; Schir-|

ber et al.[|2004) and possible density enhancements around the QSO host galaxies
(Faucher-Giguere et al. 2008c; |(Guimaraes et al.|2007; Rollinde et al.|[2005). (ii)

The second method, mainly useful at low-z, is based on the measured Ha surface

brightness from the outskirts of nearby galaxies (z ~ 0) and high velocity cloud at
the edges of our galaxy (Adams et al.2011}; Kutyrev and Reynolds||1989; Madsen|
et al.|2001}; Songaila et al.|1989; [Vogel et al.|1995; Weymann et al.|2001). However
this measurement too is uncertain because of the assumptions made about the
geometries of the Ho emitting gas (see [Shull et al.[2014). (iii) The third method

of constraining 'y is by simulating the observed properties of the Lya forest (far

away from the proximity of QSOs) such as the H 1 column density distribution
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function (CDDF) (Kollmeier et al. 2014} Shull et al. 2015)), the flux probability
distribution function (PDF) and the flux power spectrum (PS), which forms the

basis of the analysis presented in this paper.

The basic idea behind using the Lya forest to constrain ['yy is that, under the

fluctuating Gunn-Peterson approximation (hereafter FGPA; see Croft et al.|1998;
\Gunn and Peterson||[1965; Weinberg et al.[1998), the Ly« optical depth scales as

Iy and hence can be used to constrain it. Observed statistical properties of

the Lya forest are compared with those from an appropriate model with I'y; as
one of the free parameters. The other free parameters in these models are those
describing the thermal history of the IGM and the cosmological parameters which

can be degenerate with I'y;. To estimate the uncertainty in I'yy at 2 < 2 < 4

due to its degeneracy with other parameters, Bolton and Haehnelt| (2007)); Bolton|
et al| (2005)); Faucher-Giguere et al. (2008b) used scaling relations derived from
their hydrodynamical simulations (Table 4 in Bolton and Haehnelt| 2007). At

these redshifts, it is well known from numerical simulations that the Ly« forest

arises from the low-density diffuse medium which accounts for 90 per cent of the
baryons (Bolton and Becker |2009; (Cen et al.|1994; Faucher-Giguere et al.|2008a;
Hernquist et al.|[1996; Miralda-Escudé et al.|[1996; Paschos and Norman| 2005}
Rauch et al.|[1997; [Zhang et al.[1995). Hence a relatively simple model
Davidsen|1997; |(Choudhury et al.|2001) is sufficient to reliably constrain I'y;. On
the other hand at low-z (z < 1.6), only a small fraction (~ 30—40 per cent) of the
baryons are in diffuse medium responsible for Lya forest (Davé et al.2010; [Davé
and Tripp 2001} [Shull et al|2015; [Smith et al|2011}; [Tepper-Garcia et al|2012}
Theuns et al.[1998a)). It turns out that a significant fraction (~ 30—50 per cent) of
the baryons are in a phase known as the warm hot intergalactic medium (WHIM)
(Cen and Fang||2006; |Cen and Ostriker| 1999, |2006; | Davé et al.|2001} [2010; |Lehner|
et al.|2007}; |Shull et al.2012; Smith et al.2011) and they are difficult to detect in

either emission or absorption in the UV /optical bands. Hence to measure I'yy at

low-z, one needs simulation incorporating all these effects. Furthermore there is
also a strong possibility that SNe and AGN feedback processes can inject thermal
energy into the IGM which may change the density-temperature distribution (i.e
the phase diagram) of the baryons (Davé et al|2010; |Shull et al.|2015; |Smith|
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et al.|[2011} |Tepper-Garcia et al. [2012)), thus probably affecting the Ly« forest
observable.

To observe the low-z (z < 1.6) Ly« forest, one needs the UV spectrograph
onboard space based telescope. Thanks to a large survey using the Cosmic Origins
Spectrograph (COS) onboard the Hubble Space Telescope (HST) (Danforth et al.
2016)), there are now constraints on 'y, e.g., by using column density distribution
of low-z Lya forest (Kollmeier et al|2014; Shull et al. 2015)), and by modeling
the observed metal abundances of ions (Shull et al.|2014) using cLouDY (Ferland
et al|/1998). It turns out that there is a tension between the inferred I'y; by
Kollmeier et al.| (2014)) and [Shull et al.| (2015), where both use Lya forest data by
Danforth et al. (2016) but different simulations. The inferred 'y values disagree
by a factor of ~ 2.5. Given such a wide disagreement, it is worth taking an
independent closer look at the ['g; measurements at low-z using the Ly« forest,
in particular a careful analysis of the systematics in the data as well as modeling
uncertainties.

The main aim of this chapter is to measure I'y; from the Lya forest data by
Danforth et al.| (2016), using three different statistics, namely the flux PDF, the
flux PS and CDDF'. Our method to model Ly« forest at low-z and its consistency
with other simulations in the literature is described in Chapter [2] and [4] respec-
tively. The advantage of this method is that it is computationally less expensive
and sufficiently flexible to account for variations in the thermal history. Our anal-
ysis allows us to study the degeneracy between I'yr and parameters related to the
thermal history. The other significant step in our analysis is that we calculate the
errors on I'yy, unlike [Kollmeier et al. (2014); Shull et al.| (2015)), by estimating the
error covariance matrix from the simulations using a method similar to |[Rollinde
et al.| (2013)), thus avoiding any non-convergence that may arise from the limited
sample of the observed data.

The plan of this chapter is as follows: The observational data used in our
analysis are discussed in Section [5.2] Details of the simulated Lya forest spectra
are discussed in Section . The three statistics used in this paper (i.e., the flux
PDF, the flux PS and CDDF) and the associated errors are discussed in Section
.4 The main results of our work are discussed in Section [5.5, where we match

the simulations with the observed data to constrain I'y;. We also discuss the
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5.2 HST-COS QSO absorption spectra

various statistical and systematic uncertainties in the measured I'y;. Finally we

use the ionizing background computed by Khaire and Srianand| (2015b)) using the

updated emissivities and IGM opacities to constrain fes. from the evolution of
I'gr. We summarize our findings in Section [5.7. We use I'15 to express ['ygp in

units of 10712 g7 1.

5.2 HST-COS QSO absorption spectra
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Figure 5.1: The redshift range covered by the Ly« forest for the 82 HST-COS
spectra used in this work (see section. The vertical dashed lines show the red-
shift bins with centers at z = 0.1125,0.2,0.3, 0.4 and width Az = 0.075,0.1,0.1,0.1
respectively. The redshift bins used in this work are shown by roman numerals.
The sharp cutoff shown by blue curly bracket is arising from the red wavelength
cutoff of the COS-160M grism used (at z = 0.48). In these cases the COS spectra

do not cover the Ly« emission from the QSOs.

We used the publicly available data from a surveyfl] of low redshift Lya per-
formed by Danforth et al.| (2016 using HST-COS. The sample consists of 82

thttps:/ /archive.stsci.edu/prepds/igm/
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UV-bright QSO sightlines, with the QSOs being distributed across the redshift
range 0.0628 to 0.852. The observations were carried out between July 2009 and
August 2013. Using accurate data reduction process and careful subtraction of
the background, Danforth et al. (2016) have produced high signal to noise ratio
(SNR) Ly« forest spectra in the observed wavelength range 1100A to 1800A. In
addition, [Danforth et al. (2016) have fitted the continuum and identified several
thousand absorption features using a semi-automated procedure. These absorp-
tion features arise not only from H 1 Lyman series lines from the IGM but also
from other intervening absorbers and from the Galactic interstellar medium. The
redshift range for Lya lines covered by each sightline is shown in Figf5.1 The
sharp cutoff shown by blue curly bracket in the figure is because of the limited
wavelength range covered by the spectrograph. We assume that a region of co-
moving size of up to 25h~! ¢cMpc around a QSO can be affected by the proximity
effect of the QSO itself (Lidz et al.||2007), hence we exclude the corresponding
section blueward of the Ly« emission line.

We divide the data into 4 different redshift bins. Three bins are centered on
z = 0.2,0.3,0.4 with a width of Az = 0.1. We chose the lowest redshift bin
z = 0.1125 with Az = 0.0375 to avoid the contamination from the foreground
geo-coronal line emission at z < 0.075. We are then left with Ly« absorption
from 50, 31, 16, 12 sightlines each in the redshift bins with z = 0.1125,0.2,0.3, 0.4,
respectively. The redshift bins chosen for analysis are indicated by roman numer-
als I, IT, IIT and 1V in Fig. The values of the SNR for the Ly« forest spectra
vary between 5 and 17. FEach observed spectrum has a resolution of ~ 17 km
s1. Table summarizes the properties of the observed Ly« forest data in the
four identified redshift bins. The table contains the redshift range of observation
(Zobs), the redshift of simulation box used (Zgy, ) for comparison, number of sight-
lines used and SNR range for each bin. A sample observed spectrum (towards
the QSO 3C57) is shown in the top panel of Fig. . In addition to the Ly«
absorption, the spectrum contains higher Lyman-series and various metal absorp-
tion lines as shown in the figure. We fit these lines with gaussian and replace
them with appropriate continuum added with gaussian random noise (with the
same SNR) as shown in middle panel of Fig. m We use these clean spectra (i.e.,

metal line and higher order Ly-series line removed) to match observations with
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Table 5.1: Details of the HST-COS data used in different redshift bins. (Zginy, is

redshift of simulation box used for comparison)

Redshift Zobs Zsim | Number SNR
bin of QSOs Range
I 0.075-0.15 | 0.1 50 14.5 - 16.9
II 0.15-0.25 | 0.2 31 13.0 - 14.4
I11 0.25-0.35 | 0.3 16 6.3 - 13.3
v 0.35-0.45 | 0.4 12 5.8-6.9

simulations using flux PDF and flux PS. We fitted all the observed spectra with
multi-component Voigt profile using our automated code VIPER details of which

are given in in Chapter

sl
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Figure 5.2: Top panel shows the observed Lya forest towards the QSO 3C57. H 1
Ly series and metal lines as identified by Danforth et al. (2016) are also marked.

Middle panel shows the same spectrum after these lines are removed and replaced
by a continuum added with random noise with the same SNR as in the original
spectrum (see section . Bottom panel shows the simulated spectrum towards a
random line of sight in our simulation box. The simulated spectrum is convolved
with the appropriate line spread function of HST-COS and added with noise having
SNR similar to that of 3C57 (see section.
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5.3 Simulation

We use GADGET-2 simulation post-processed with CITE and GLASS to generate
the models of Lya forest as discussed in Chapter 2land 4] In order to enable fair
comparison with the observational data, we prepare a sample of mock spectra
which has properties resembling as close as possible to the observed ones. Each
redshift bin contains different number of observed spectra (see Table [5.1]). Let
us assume that there are Ng,.. observed spectra at the redshift of interest z. For
given thermal history and a free parameter 'y, we first generate Ngye. simulated
spectra using the method described above, which we call a “mock sample”. We
repeat the procedure by choosing different random sightlines and generate N such
mock samples. We take N = 500 in this work. The collection of N mock samples
constitute a “mock suite”. Thus at z, the mock suite consists of N X Ngpec
simulated spectra. The velocity separation of pixels in the simulated spectra

! which is set by the resolution of the box, whereas the velocity

is ~ 5 km s~
resolution of observations is ~ 17 km s~1. We therefore resample the simulated
spectra (by linear interpolation) to match the observed data and then convolve
with the line spread function (LSF) given for HST-COS spectra. HST-COS LSFH
is given at various wavelength line centers (\.) e.g. from 1150 A to 1750A in steps
of 50A. For our purpose we assume that the broadening function is not changing
over the range A\, £+ 25A. Finally, we add random noise to each spectrum in
accordance with the SNR of the observed data, e.g., a mock sample of Ngpec
spectra corresponds to Nypec different values of SNR as in the observed spectra.
We found that SNR varies across the spectrum in the observed data. For each
spectrum we calculate the SNR in 5 different regions and choose the median SNR.
We use this observed median SNR in simulated spectra to mimic observations.
For comparison, we show a simulated absorption spectrum along a random line
of sight through our simulation box in the bottom panel of Fig. One can
see that the simulated spectrum is qualitatively quite similar to the observed one

(the one with removal of all other lines except Lyc«) shown in the middle panel.

thttp:/ /www.stsci.edu/hst /cos/performance /spectral _ resolution/
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5.4 Lya forest: Flux statistics and Voigt statis-
tics

The basic idea behind constraining 'y is to calculate the x? between the ob-
served statistics of the Lya forest and the same statistics calculated by modeling
the Lya forest in a cosmological simulation. The 'y corresponding to minimum
value of x? (i.e. x2,,) gives the best fit I'y; whereas the associated statistical
error is obtained by calculating the parameter values corresponding to x2. =+ 1
(Press et al.[[1992). In this section, we discuss the Ly« forest statistics sensitive
to the I'y; and that are relatively easy to obtain from observations and simu-
lations. These statistics are broadly divided into two cases. In the first case,
Lya transmitted flux is treated as a continuous field quantity and are called as
Flux statistics. In the second case, Lya forest is decomposed into multiple Voigt

profiles and statistics are derived from the fitted parameter (Voigt statistics).

5.4.1 Flux statistics

In order to carry out comparison between simulations and observed data at each
redshift bin given in Table [5.1] we consider two statistics of the Lya transmitted
flux, namely the flux PDF and the flux PS. In the following subsections we de-
scribe the method of calculating the lux PDF and PS and appropriate covariance

matrix from the simulation.

5.4.1.1 Flux PDF

We compute the flux PDF of the observed and simulated spectra for all four
redshift bins given in Table 5.1l We evaluate the distribution using 11 flux bins
of width AF = 0.1 with the first bin center at F' = 0 and last one at F' = 1.
The pixels with F' > 1 (respectively, F' < 0) are included in the last (respectively,
first) bin. Note that the flux bin widths used in this work are larger than those
used previously at high-z. This is mainly because the SNR in the present sample
is much lower than what is typically achieved in high-z echelle spectra (Bolton
et al.|2008; [Desjacques et al. [2007; |Jenkins and Ostriker| [1991; |Kim et al.|[2007
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McDonald et al.|2000; [Rollinde et al.[2013]). This will influence flux PDF in the
bins near continuum and possibly introduce a strong correlation between different
bins if bin width is small.

Any meaningful statistical comparison requires errors on the observed flux
PDF at each flux bin, along with the noise covariance between different bins.
One standard way of estimating the error covariance matrix from the observed
data is to use the jack-knife method. However, we found that the errors obtained
using this method are considerably underestimated. This is possibly because the
cosmic variance is not properly accounted for in the jack-knife method (Rollinde
et al.|2013). Hence, we use the simulated mock samples to compute the covariance
matrix as explained below:

As discussed earlier, for each redshift bin (see Table 5.1)) we generate N = 500
simulated mock samples for the free parameter I';5 and for each model given in
Table We remind the reader that each mock sample consists of number of
sightlines equal to observed number of sightlines in the corresponding redshift bin.
Let P,(F;) denote the value of the flux PDF in the i*® bin of n'* mock sample,
where n takes values from 1 to N. Let the flux PDF in the i** bin averaged
over all mock samples be denoted as P; . The covariance matrix element C(i, j)

between the ¥ and j** bins is given by,

Cli.J) = 571 22 [Pu(F) = P (Pu(F) ) (51)

where, i and j can take values from 1 to the number of bins (which in this case
is 11). The covariance matrix C' is calculated for free parameter I'15 and for each

initial Ty — 7 (at z; = 2.1) model given in Table [4.2]
To visualize the covariance matrix we calculate the correlation matrix defined

as o

Corr(i,j) = ——)__ 5.2

C(i,7) C(5,7)
The left-hand panel of Fig. shows the correlation matrix for the flux PDF
for simulated Lya forest at z = 0.3 for a model 715 — v1.3 (refer Table and

'y = 0.1. Tt is clear from the figure that the off-diagonal terms of the matrix

are not negligible, thus showing that the errors in different bins are correlated.
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This implies that the full covariance matrix should be used to compute the >
while comparing the simulation with the data. We find that the correlation is
strongest for the immediately neighboring bins. Also, the correlation between the
neighboring bins increases for higher flux bins since large number of pixels are in

the continuum.

Flux PS

Flux PDF
1

1 1 1
-0.5 0.0 0.5 1.0

16%14?

0.5 0.6 0.7 0.8 0.9 1.0

Figure 5.3: Correlation matrix for the flux PDF (left-hand panel) and the flux
PS (right-hand panel). Both the correlation matrices are calculated using the co-
variance obtained from the simulated mock samples (see section [5.4.1.1]and section
for more details). The correlation matrices are shown for simulated Ly«
forest at z = 0.3, with I';9 = 0.1 for T'15 — 1.3 model given in Table @

In the observed spectra a large number of pixels are found to be in the con-
tinuum. Consequently, the errorbar on the flux PDF in the flux bins close to
continuum F > 0.9 are very small. Any y? minimization procedure thus tries to
give more weight to the flux PDF bins around F' > 0.9. In addition, these bins
near continuum are affected by noise (where, SNR varies from 5 to 15) and con-
tinuum fitting uncertainty. This can introduce an additional correlation between
bins near the continuum. To avoid such difficulties, during y? minimization we
used the flux PDF in the range 0 < F' < 0.8. However to normalize flux PDF
we used all the bins. Note that Rollinde et al. (2013)) have used a similar cutoff
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to calculate the flux PDF at z ~ 2 — 3. In our case it is not only the continuum
uncertainty but also the relatively poorer SNR of the observed spectra, which
affects the flux PDF calculation for bins with F' > 0.9, are important. We have
checked and found that ignoring the points near the continuum does not affect
our constraints on I'y5, except for a marginal increase in the errorbars on I'ys.
The x?2, which will be used for quantifying the match between the observed

flux PDF and with the simulated one, can be written in the matrix form as,

Xty Ty = [Pitori) — Povs] C 1 [Py yria) — Povs) s (5.3)
where P, denotes observed flux PDF obtained from all the spectra in the relevant
redshift bin and Pz 4 r,,) is the flux PDF obtained from our simulations for a
particular model given in Table and a free parameter I';5. Note that both
Pys and Py 4 r,,) are row vectors with their it" element being the flux PDF
in the i* bin. We re-emphasize that the covariance matrix C is calculated in
each redshift bin for each model in Table 4.2 and I'y5. Note that, because the
flux PDF is normalized, the covariance matrix is singular. Hence we use the
singular value decomposition method (Press et al[1992) to compute the x?. The
X%To,%rm) can be calculated for each combination of the free parameters Ty — v at
an initial redshift and ' at the redshift of our interest. The best-fit parameters
are obtained by finding the location of the minimum of the X%TO,%FM)' The 1o
confidence level corresponds to the region between x? = x2. 4+ Ax? , where

X2, is the minimum value of the x? and Ax?, =1 (Press et al.[[1992).

5.4.1.2 Flux PS

We compute the flux PS from observational data and simulations in redshift
bins same as those used for estimating the flux PDF. However, there is a crucial
difference in how we treat the sightlines while calculating the flux PS from that for
the flux PDF'. In the case of the flux PDF, we spliced different sightlines from the
simulation box to construct a redshift path length as large as the observed redshift
range. However, such splicing may introduce spurious effects while computing the
two point correlation properties of the flux. Hence for calculating the flux PS we

use sightlines of comoving length equal to the simulation box size 50 h=! cMpc.
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In order to ensure that the simulations and the observations are treated on equal
footing, we divide the observed spectra within each z bin into segments which
have comoving length equivalent to 50h~! cMpec. To calculate the flux PS, we first
compute the Fourier transform F(k) of the transmitted flux. The corresponding
%,

power is given by P(k) o |F'(k)|?, where the normalisation is calculated from the

condition

o = | — P(k) (5.4)
with 0% being the variance of the transmitted flux. Once we compute P(k) for
each segment (of comoving length 502! cMpc) of the spectra, we take an average
over all the segments to get an estimate for the flux PS.

A reliable estimate of the flux PS can only be obtained in a limited range
of scales because of the finite length of the spectra and other systematic effects.
For the observed spectra, the small scale power is affected by the presence of the
narrow metal lines (Arinyo-i-Prats et al.[2015)). Following McDonald et al.| (2000)),
we choose to work with scales corresponding to k < k., ~ 8 h cMpc ™. Similarly,
the large scale power in the observed spectra is affected by the uncertainties in
the continuum fitting (Kim et al. 2004). In addition, while computing the flux
PS from our simulations, the finite periodic box size of 50 A~ cMpc implies that
scales with k& < k; ~ 0.2h cMpc™ may not be sampled properly. Hence, to make
any meaningful comparison between the observations and simulations we restrict
the flux PS measurements to scales 0.209 < k/(h cMpc™') < 8.

Care must be exercised while binning the P(k) over different k-ranges. We
find that for k£ > 1h cMpc ™!, the k& modes are sampled densely enough to divide
the P(k) into bins. In that case we use logarithmic bins of size log;,(1.24) similar
to [Kim et al.| (2004). On the other hand, for k& < 1h cMpc ™, the k& modes are
sparsely sampled and hence we do not bin the data as done in Arinyo-i-Prats
et al.| (2015). We ensure that the same procedure is followed while dealing with
the observed and simulated spectra.

The procedure for computing the errorbars on the observed flux PS, i.e.,
estimating the error covariance matrix C, is same as the one discussed for the
flux PDF. The matrix C is estimated from the suite of mock spectra. We also

attempted to estimate it from the observed spectra using the jack-knife method.

149



5. PARAMETER ESTIMATION: I'y; AT Z < 0.5

However, since the number of observed spectra is relatively small, the off-diagonal
terms in the covarinace matrix are found to be noisy. The right-hand panel of
Fig. [5.3| shows the flux PS correlation matrix. The flux PS correlation matrix is
dominated by diagonal terms consistent with McDonald et al.| (2000) and |Zhan
et al.| (2005). Since the neighboring k-modes are likely to be correlated, the
neighboring bins show strong correlation. As one moves away from the diagonal
terms the correlations between the different mode decrease. The smaller scales
show slightly stronger correlations because the underlying density field is more
non-linear and non-gaussian at these scales (Zhan et al.|2005]).

We follow the same procedure as discussed in the previous section for calcu-

lating x? between model and observed flux PS.

5.4.1.3 Tests with the mock spectra

101 L L L I I I —~ T T T LI I T T T LI I
H — Model: 71041.10; I',~0.080 3
— Model: T10-41.80; T',,=0.080 7 L 4
—  Model: 720-41.10; T, =0.080 ]
—  Model: 720-1.80; T',,—0.080 - R
- - Model: 710+1.10; I',,=0.120 | 104 B _
- - Model: 710-41.80; T, =0.120 o ]
100 || - Modet: 2204110 1,,=0.120 ] - 7
LL. H - - Model: 720-41.80; I';,=0.120 E Py | i
= F . a3 R 4
A - 1.~
3 L J& - -
| | —  Model: T10-11.80; A
—  Model: T20-1.10; R 7
1 —  Model: 72071 AN
10 E = 5 || - - Model: T1041.10; X
o 3 10 - - Model: 710+y1.80; I',,=0.120 =
i . - - Model: 720+1.10; T',,=0.120 N 7
-~ . - - Model: 720-11.80; I';,=0.120 hl -
C 1 Solee==""1 | | 17 I  —— 1 a1l
00 02 04 06 08 1.0 10 10° 10!
F k h Mpc™?

Figure 5.4: Left and right-hand panels show respectively the variation of the flux
PDF and PS (at z = 0.3) for different models given in Table and I';2 = 0.08
and 0.12 at z = 0.3. The values of I';2 and model corresponding to different lines
are indicated in the legend. It is clear from the figure that flux PDF and PS are
more sensitive to I'12 (at z = 0.3) than initial values of Ty and + (at 23 = 2.1)
because the final equation of states at z = 0.3 are very similar (see Table .

Before using the observed and simulated spectra, to constrain the photoion-
ization rate I'15 at z < 0.45, we carry out a few tests on the simulated quantities.

First, we check the sensitivity of the flux PDF and flux PS on the parameters
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5.4 Ly« forest: Flux statistics and Voigt statistics

Ty — v (at initial redshift z; = 2.1) and I'j5. Fig. shows the dependence of the
flux PDF (left-hand panel) and flux PS (right-hand panel) at z = 0.3 on these
three parameters. Note that the values of Ty and v at the redshift of interest
are obtained by varying these two parameters at the initial redshift z; = 2.1.
The solid and dashed lines, for a given combination of 7j and ~, in the Fig.
correspond to I';s = 0.08 and 0.12 respectively at z ~ 0.3.

Even though we varied Tj at z; = 2.1 by factor of 2, the value of T obtained
at z ~ 0.3 using CITE differ by only ~ 9 per cent. Similarly, for given Ty at
z1 = 2.1 even when we change initial v between 1.1 and 1.8 values of Ty and ~
obtained at z ~ 0.3 are nearly identical. Thus the flux PDF and PS are fairly
insensitive to our choice of Ty — v at z; = 2.1. In other words the flux PDF is
insensitive to the He 11 reionization history. It is also clear from Fig. [5.4] that
both the above statistics are sensitive to assumed value I';5. Therefore they can

be used to constrain I'ys.
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Figure 5.5: Recovery of the ') at z = 0.3 using the flux PDF and PS and
x? statistics. The z-axis represents the true I'io, i.e., the one used in the input
model. The points with errorbars show the recovered I'yo with the 1o confidence
interval for each input model. The red dashed line indicates the case where there
is perfect match between the input and the recovered I';2. The input and mock
data are drawn from two different simulations with same cosmological parameters

but different initial condition. The typical uncertainty in recovered I'15 is £0.015.
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We next study how well the two statistics can be used for constraining the I'y5.
For a particular model given in Table |4.2|and a fixed value of I'15 (at z = 0.3), we
construct a mock sample from the simulations, i.e., a set of sightlines which have
properties similar to the observed ones. This mock sample can be treated as the
“input” data for which the two statistics (flux PDF and PS) can be calculated. We
then draw sightlines from other simulation box (parameters Ty and ~ are different
from that of the input data) to construct a large number (N = 500) of mock
samples and compute the two statistics along with the error covariance matrix.
The input data and mock samples are drawn from two different simulation boxes
with identical cosmological parameters but different initial conditions. The idea
is to vary the value of I';5 for these samples and compare with the input data.
The minimization of the x? should enable us to obtain the best-fit value of I'i5
along with the errorbars, which can be compared with the input value of I'y5.
The result of the analysis for seven different input I';s values for z ~ 0.3 is
shown in Fig. The red dashed line indicates the case where there is perfect
match between the input and the recovered I'y5. The point with errorbars show
the recovered I'15 with the 1o confidence interval for each input model. We can
see that our analysis recovers the input value of the photoionization rate quite
accurately. The typical statistical uncertainty in recovering I'15 is ~ 0.015.

Finally, we test the effect of using the HST-COS LSF instead of the tradition-
ally used Gaussian profile function. Fig. Shows the flux PDF (left-hand panel)
and the flux PS (right-hand panel) obtained using the two LSFs. The Gaussian
LSF used for making this plot has an FWHM = 17 km s~! as shown by solid blue
curve. The HST-COS LSF is asymmetric and has extended wings that do not go
to zero as rapidly as Gaussian LSF. Hence, the number of pixels near zero are
less in HST-COS LSF as compared to Gaussian LSF (left-hand panel). The LSF
also affects the variance of flux field (0%) and hence the normalization of flux PS
(right-hand panel). We found that one would overpredict the I'1o by ~ 20 per
cent if the Gaussian LSF is used in the simulated spectra instead of HST-COS
LSF using flux PS.
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Figure 5.6: Left-hand and right-hand panels show the effect of LSF on flux PDF
and PS respectively. In both panels results obtained with Gaussian LSF (FWHM
~ 17 km s7!) are shown using solid blue curves and ones that are obtained using
HST-COS LSF are shown by red dashed curves. In left-hand panel number of
saturated pixels (i.e. F' ~ 0) are smaller when we use the HST-COS LSF. Right-
hand panel shows that the LSF affects the overall normalization (c%) of the flux
PS below k ~ 6 h cMpc™.
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Figure 5.7: Figure shows comparison of HST-COS LSF (blue solid curve) with
traditionally used Gaussian function (red dashed curve, FWHM ~ 17 kms™!).
The HST-COS LSF is slightly asymmetric and has extended wings that do not go
to zero (at |v| > 21 kms™1!) as rapidly as Gaussian LSF.
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5.4.2 Voigt statistics

In this section we decomposed Lya forest spectra generated from GADGET-2

+ CITE simulations into multiple Voigt profiles using VIPER. We formed a line

catalog for each mock sample and obtained three distributions (i) b parameter
distribution, (ii) b vs log Ny distribution and (iii) CDDF. These distributions cal-

culated from different mock samples are used to estimate the errors. We compare

these distributions from simulations with those from observation. In particular,

we used CDDF to constrain the I'y5 and its evolution in four different redshift

bins.

5.4.2.1 b parameter distribution
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Figure 5.8: Comparison of b parameter distribution (at 0.075 < z < 0.45) from

observations (red dashed line with errorbar) and simulations (blue dotted line with
1o shaded region) for 3 cases (see section|5.4.2.1)): (i) when by, is not added in the
simulation (left-hand panel), (ii) when density dependent by, at given ny (Op-

penheimer and Davé 2009) is added in the simulation (middle panel) and (iii) when

Gaussian distributed by, is added in the simulation (right-hand panel). The error-

bars on model b parameter distribution are calculated from mock sample whereas

the errorbars on observed b parameter distribution are calculated assuming Pois-

son statistics. The b parameter distribution from models with Gaussian distributed

biurb qualitatively matches well with that from the observation.

The b parameter distribution calculated from Voigt profile fitting is sensitive

to thermal history, the energy injected by various astrophysical processes in the
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form of heat and unknown turbulent motions in the IGM (Davé et al.|[2001;
McDonald et al. 2001; Schaye et al.|[{1999, [2000). Recently it has been found
that the b parameters obtained from various hydrodynamical simulations are
typically smaller compared to those from the observations at low-z (Viel et al.
2017) though the thermal history parameters self-consistently obtained in these
simulations agree well with each other. The b parameters from our simulation
(GADGET-2 + CITE) are also found to be significantly smaller than the observed
b parameters (see left-hand panel of Fig. |5.8). Thus to match the b parameter
distribution, additional thermally and/or non-thermally broadened b parameter
is required.

We found that the observed b parameter distribution can be matched with
simulation by increasing the temperature of each pixel along sightline by a factor
of 3. This increase in temperature would correspond to injection of the energy in
the form of heat into the IGM. Increasing the gas temperature can lead to two
effects (i) reducing the recombination rate coefficient as it scales as ~ T7%7 and
(ii) introduce additional ionization due to collisions in the high density gas. By
artificially enhancing the heating rate by more than a factor of 3, Viel et al.| (2017)
have recently shown the simulated b distribution can be made consistent with the
observed ones. However such a model tends to suggest lower I'y; compared to
simulations without additional heating (see Table 1 in Viel et al.|2017)). As we will
show in section [5.6, a lower value of I'y; would imply that the number of ionizing
photons in the IGM is less than that expected from only QSOs. Hence we rather
focus on a scenario where the additional contribution to the line broadening
arises from non-thermal motions. Here we explore this possibility by introducing
turbulent motions that can simultaneously explain b parameter distributions and
b vs log Ny distributions as well.

In this work we incorporate additional broadening by adding a non-thermal
(micro-turbulence) component by, to thermal b parameter in quadrature (62 =
b2 crmal T 02,01 ) to mimic micro-turbulence that is missing in our simulation and see
its effect on the derived I';5 constraints. We refer to the non-thermal contribution
to the b parameters as ‘micro-turbulence’, by,,1. In general, this ‘micro-turbulence’
is due to any physical phenomenon affecting the width of the absorption line that

is not captured properly in our simulations e.g. various feedback processes and/or
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numerical effectﬂ Using this new b parameter we compute the Lya optical
depth and fit each absorption line using VIPER to get b and log Ny;. The I'y5 is
then constrained from the model with and without micro-turbulence. We used
two different models to quantify the micro-turbulence in simulation as explained

below.

1. Density dependent byy1,: In order to match the observed line width dis-
tribution of O vI absorbers, Oppenheimer and Davé| (2009) added density
dependent turbulence in their simulation. Following Eq. 5 and 6 given in
Oppenheimer and Davé (2009), we added (in quadrature) the b,y (ng) in
simulated spectra where ny is hydrogen number density. The form of these
equations is such that the contribution of the by, is appreciable only at
high column densities i.e. log Ny > 13.5 (see middle panel in Fig. [5.9).
The b parameter distribution for this case is shown in the middle panel
of Fig. 5.8 It is clear that the simulated b values are smaller than the

observed ones even in this case.

2. Gaussian random bg,,: In this approach we generated by, from a Gaus-
sian random variable with mean g = 20kms !and standard deviation
o = 10kms~!at each grid point along a sightline in the simulation boxﬂ
These values are in agreement with the distribution of non-thermal broad-
ening parameters (see Fig. 24 in Muzahid et al. 2012} Tripp et al. |2008)
derived for the well-aligned O vi and H 1 absorbers. From Fig. [5.8] (right-
hand panel), we see that the agreement between the observed and model
b parameter distribution is better in the case of Gaussian distributed by,
model than the other two models i.e., without any additional b1, and den-
sity dependent by, models. The model results shown in Fig. m were
based on simulations that use the best fitted redshift evolution of I';5 as
given in [Paper-I. However, we also found that the b parameter distribution

depends weakly on the assumed evolution of I'y;.

!The physical phenomena occurring on scales below the resolution scale (i.e., below ~ 50h~1
ckpe) of the simulation box may affect the scales that are resolved (Springel and Hernquist

2002). These physical phenomena may not be captured properly in the simulation box.

“We calculated b vs log Ny for 5 different (u,0) = (10,10),(20,5),(20,10),(20,15),(30,10)

combinations. The x? is found to be minimum for z = 20kms~'and ¢ = 10kms™!.
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5.4.2.2 b vs log Ny distribution

No Turbulence (x3,;=4.17) Oppenheimer+2009 b, (3, =3.83) Gaussian distributed b, (x3, =2.08)
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Figure 5.9: Comparison of b vs Ny distribution (at 0.075 < z < 0.45) from
observation (magenta points) and simulation (color-coded diagram) for 3 cases
(see section[5.4.2.1)) (i) when by is not added in the simulation (left-hand panel),
(ii) when density dependent bty at given ny (Oppenheimer and Davé [2009) is

added in the simulation (middle panel) and (iii) when Gaussian distributed bgyb
is added in the simulation (right-hand panel). The color scheme indicates density
of points from the simulation in logarithmic units. The red solid line and black
dashed line shows the lower envelope for observed and model data points in both
panels. The lower envelope is obtained by calculating 10" percentile of b in log Ny
bins. The lower envelope matches well in the case where Gaussian distributed by,
is added. We calculated the x? between model and observation by binning the data
into 2D bins. These values are quoted on top of each panel. The X?lof is better
for a model with Gaussian distributed by, (Xﬁof = 2.08) than a model without
turbulence (x3.; = 4.17) and a model with density dependent by, (X3, = 3-83).

In this section we discuss the effect of adding by, on the b vs log Ny 2D
distributiorﬂ. Fig. 5.9 shows comparison of b vs log Ny distribution (0.075 <
z < 0.45) from observations (shown by magenta points) with that from 3 differ-
ent models (i) without turbulence (left-hand panel), (ii) density dependent by

as suggested by (Oppenheimer and Davé| (2009, middle panel) and (iii) Gaussian

distributed bgyp, (right-hand panel). The color scheme indicates the density of

'We refer reader to [Fernandez-Soto et al| (1996)); [Webb and Carswell (1991) for discussions
on Voigt profile fitting procedure influencing this correlation.
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points in logarithmic units. To assess the goodness-of-fit, we calculated the re-
duced 2 for 2D distribution by binning the data along b axis in 21 bins (with
bin width 7.5 kms™!) and along log Ny axis in 13 bins (with bin width 0.2). Let
Pamx (i, ) be the value of 2D distribution of £ mock sample in i*", j*" bin along
log Ny, b axis respectively. The mean and standard deviation of 2D distribution

from mock samples can be calculated as,

= . 1 .
Psim(zv.]) = N Zpsim,k@v.])
h=1 (5.5)

—_
2

0l (i, )

Slmk [ ] stm(i,j)]2

where N = 100 is the number of mock samples. Let P,.s(7,7) be the value of
observed 2D distribution in **, j*" bin along log Ny, b axis respectively. Note
that both distributions i.e., Pops(7, j) and Pim (7, j) are normalized. The reduced

x? between the observed and model distribution is,

ZZ Paim(i,7) — Pobs(i, J)]? (5.6)

i=1j=1 0-51m(2 ])

2
Xdof — N % N

where Ny = 13 and N, = 21 is number of bins along log Ny and b axis respec-
tively. From Fig. the X3¢ for Gaussian distributed by, is better (~ 2.1) than
the model without turbulence (x%,; ~ 4.2) and model with density dependent
brurb (Xdor ~ 3-8)-

Another way to asses the goodness of the assumed form for by, is to match
the lower-envelope in b vs log Nyy distribution. At z > 2, the lower envelope
is strongly correlated with thermal history parameters and has been used in the
past to measure the effective equation of state of the IGM at high-z (Schaye
et al.[|1999, 2000). The red stars with solid line and black circles with dashed
line in Fig. shows the lower envelope for observed and model b vs log Ny
distribution respectively. The lower envelope is obtained by calculating the 10"
percentile of b values in each log Ny bin (Garzilli et al. 2015). In model b vs
log Nyp distribution, the lower envelope is calculated for all mock samples. The
black circles with errorbars in Fig. represents mean and standard deviation

of lower envelope from mock samples. In the case of models without turbulence
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we see that the lower envelope obtained for the observed data is systematically
higher than that from simulation for log Ny > 13.2. It is also clear from the
middle panel that density dependent turbulence overproduce b at log Nygp > 14.2
and under produce in the range 13 < log Ny; < 14. It is evident from Fig.
that the lower envelope in Gaussian distributed by, model (right-hand panel)
matches well with the observed lower envelope at log Ny > 13.2‘3 At low column
densities i.e., log Ny < 13.2 the observed b parameters tend to be smaller than
what is predicted in this case. This suggests that the actual by, could be smaller
at log Nyp < 13.2 compared to mean value we have assumed. Note at these low
log Nyr values Lya absorption are in the linear part of curve of growth and Ny
measurements are independent of b parameter.

In summary the Gaussian distributed b, model matches well with observa-
tion for b vs log Nyp distribution and b parameter distribution. We reemphasize
that this may not be the unique explanation for the additional broadening re-
quired in the simulation even-though it consistently reproduces the b parameter
distribution and b vs log Ny scatter. In the next section, we calculate CDDF and
constrain I';s from observation by comparing model with Gaussian distributed

beury and model without any beyp-

5.4.2.3 Column density distribution function (CDDF)

In this section we match model CDDF with the observed CDDF to constrain
I'12 in 4 redshift bins identified above. The CDDF is calculated for each mock
sample. I'y5 is a free parameter in our analysis and the model CDDF depends
on its value. The model CDDF is binned in a way identical to that of observed
CDDF. Let fomix(T12) be value of the CDDF in k™ bin of i mock sample for

a given I'15. The mean and variance of CDDF in k' bin is calculated as follows.

fblmk,‘ I‘12 Zfsnnzk FIZ)

1 N
gim,k = ﬁ Z[fsim,i,k(rm) fsm’l k:(rlQ)]

=1

(5.7)

g

!The matching between observation and model with Gaussian distributed by, is also good

when lower envelope is calculated using 5" and 20*" percentile.
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where N = 100 is number of mock samples.
The reduced x? between observed CDDF and model CDDF is given as,

1 iz [?Sim (F12) - fobs,k]2
Xot (T12) = Nor — 1 > L 3 (5.8)

k=1 Osim,k

where Ny, = 13 is number of bins in CDDF and f,us is observed CDDF in kth
bin.

5.5 Constraints on [';5

In this section we constrain the I';s from two flux statistics namely flux PDF,
flux PS and Voigt statistics CDDF.

5.5.1 Flux statistics: Flux PDF and PS

We obtain constraints on I'15 by comparing the flux PDF and PS from the simu-
lated Ly« forest with those from the HST-COS data using the y2-minimization
technique discussed in section [3.3] Fig. [5.10] shows the results of our analysis
for the four redshift bins identified in Fig. and given in Table i.e., for
2z =0.1125,0.2,0.3 and 0.4. Ty and v at these redshifts are obtained for different
model (see Table by using CITE. For a particular model there is one free
parameter '\ at each z.

The left-hand panels in the Fig. |5.10] (all results are shown for model 720 —
71.8) show the comparison of observed flux PDF (red dashed curve) with that
of the best fit model (blue dotted curve). The blue shaded regions indicate the
lo dispersion (i.e., corresponding to diagonal term of the covariance matrix in
Eq. in model flux PDF at each value of F' calculated from the mock sample.
Although we plot the flux PDF in the range 0 to 1, we use only the flux bins
0 < F < 0.8 for the x? analysis (as indicated by black dashed vertical line with
arrow). We find that the match between the simulated spectra and the observed
ones are quite good for all the four redshifts (typical x? per degree of freedom i.e.,
X3t ~ 1). The only bin where the two do not agree is the bin with F' = 0 where
the observed spectra systematically predict less number of pixels. This mismatch

could be due to uncertainty in background subtraction in HST-COS data.
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The middle panels show the comparison of observed flux PS (red dashed curve)
with best fit model (blue dotted curve). The blue shaded regions indicate the 1o
range on the model flux PS. It is interesting to see that the match again is quite
good, and we can match both the flux PDF and PS for the same value of I'ys.

The right-hand panels show the variation of the reduced y? with I'; for the
flux PDF (blue dotted curve), the flux PS (red dashed curve) and the combined
(i.e., flux PDF and PS) statistics (black solid curve). The best fit I'12 used in
the left-hand and middle panels corresponds to the one which gives minimum
x? for the combined case. We see that all the three curves have the expected
parabolic shape and the reduced x? (i.e., x3,;) at the minima have values ~ 1.
The minimum of the x? for both the flux PDF and PS occur at similar values of
I'12 and agree well within 1o. We also note that the width of the curve is smaller
for the flux PDF alone case than for the flux PS alone case which implies that
the flux PDF is better at constraining I'g; than the flux PS. However, flux PDF
is sensitive to continuum fitting uncertainty in the HST-COS data, whereas flux
PS is less sensitive to it as we will discuss later.

The errors on I'15 obtained using the above method would be an underesti-
mation since it ignores various other effects. We account for possible statistical
and systematics uncertainties in I'15 in Table The first of these is the uncer-
tainty in the thermal history, i.e., the two initial parameters Ty and . Ideally
one should vary the three parameters simultaneously, obtain the joint likelihood
and marginalize over all other parameters except I'15. However, since we need to
solve the temperature evolution for each Ty — v combination, the full analysis can
be quite computationally expensive. Hence we take a slightly different approach
where we choose the most extreme values of Ty and v at z; = 2.1 compared to
observations Becker et al.| (2011)); [Schaye et al.|(2000)) and Boera et al.| (2014]) (for
compilation see Puchwein et al.|[2015). For each combination of Ty and v (given
in Table , we evolve the thermal history to lower redshifts, compute the Ly«
forest and obtain I'1s. The constraints for different thermal histories for the four
redshift bins are summarized in Tables [5.2, 5.3 5.4 and [5.5] It is clear from the
tables that the constraints on I'j5 are relatively insensitive to the values of T and
v at z; = 2.1. This is what we have seen in Fig. In all cases the differences
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Figure 5.10: Constraints on I'15 for z = 0.1125,0.2,0.3,0.4 from top row to bottom
row. The left-hand panels show the flux PDF of observed (red dashed line) and best fit
model spectra (blue dotted line). The blue shaded regions show the 1o range in flux PDF
from mock samples covariance matrix (diagonal terms only). The middle panels show the
flux PS of observed (red dashed line) and best fit model spectra (blue shaded region). The
blue shaded regions show the lo range in flux PS from mock samples covariance matrix
(diagonal terms only). The right-hand panels show the reduced y? against I'1s for flux
PDF (blue dotted curve), flux PS (red dashed curve) and the combined statistics (i.e., flux
PDF and PS). The black solid curve is obtained by adding the x? of the flux PDF and
PS. Note that the best fit model corresponds to minimum value of joint x2_ - The vertical
black dashed lines show the 1o (statistical only) constraint on I'15. For visual purpose, the
model flux PDF and PS obtained by shifting the best fit I'15 by +20 range is shown (black
solid line) in the left-hand and middle panell@gpectively. All the plots are shown for model
T20 — 1.8 (see Table 4.2)). For z = 0.4 redshift bin results are shown for the simulated
spectra that are not contaminated by Lyf forest (see text and Fig. for details).



5.5 Constraints on I'y;

Table 5.2: Joint (Flux PDF + Flux PS) 1o constraint on I'12 for different thermal
history (see Table [4.2) for redshift bin I (refer Table

z=0.1 Joint constraint
Model Th ¥ ' Xiof
710 —~1.1 4136 1.54 0.067 £ 0.008 0.83
710 —~1.8 4133 1.61 0.068 £+ 0.007 0.83
720 —~1.1 4546 1.48 0.065 4+ 0.006 0.81
720 —~1.8 4493 1.62 0.066 4+ 0.007 0.83
T15 —~1.3 4245 1.55 0.067 £ 0.008 0.82

2 The quoted errors are purely statistical.

Table 5.3: Joint (Flux PDF + Flux PS) 1o constraint on I'12 for different thermal
history (see Table [4.2) for redshift bin II (refer Table

z=0.2 Joint constraint
Model T v I'? Xof
710 — 1.1 4326 1.53 0.105 & 0.015 1.22
710 —y1.8 4313 1.61 0.105 4+ 0.015 1.22
720 —~1.1 4971 1.46 0.100 &£ 0.014 1.13
720 —~1.8 4889 1.62 0.100 & 0.013 1.11
T15—~v1.3 4583 1.54 0.100 & 0.015 1.18

2 The quoted errors are purely statistical.

are small and within statistical uncertainty so for quoting best fit I'y5, we used

model 720 — 1.8 which has minimum y? in three out of four redshift bins.

The constraints on I'15 can also depend on the cosmological parameters, e.g.,

any change in og can affect the overall normalization of flux PS since Ly« flux field

and the matter density field are anti-correlated. In order to calculate uncertainty

in 'y, we used Eq. to propagate the error due to uncertainty in cosmological

parameters. The uncertainty in cosmological parameters in this work is consistent
with [Planck Collaboration et al. (2016). We found that the change in I'y5 is
< 4 per cent due to uncertainty in og (in the range 0.820 to 0.848). Similarly,

uncertainties in Q,h% and €, would also affect the constraints on I'ip (see Eq.
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5. PARAMETER ESTIMATION: I'y; AT Z < 0.5

Table 5.4: Joint (Flux PDF + Flux PS) 1o constraint on I'j for different thermal
history (see Table [4.2) for redshift bin III (refer Table

z=0.3 Joint constraint
Model Ty vy INTS Xdof
T10 — 1.1 4589 1.51 0.150 & 0.021 1.05
T10 —y1.8 4568 1.60 0.150 4+ 0.020 1.04
720 —~1.1 5383 1.44 0.145 £+ 0.023 0.99
720 —~1.8 5279 1.61 0.145 4+ 0.022 0.99
715 —~1.3 4903 1.53 0.145 £ 0.023 1.02

2 The quoted errors are purely statistical.

Table 5.5: Joint (Flux PDF + Flux PS) 1o constraint on I'j for different thermal
history (see Table for redshift bin IV (refer Table [5.1)). The I'iy constraints
are obtained from Ly/3 contamination analysis (see section [5.5.1])

z2=04 Joint constraint
Model To v I? ot
T10 —~v1.1 4844 1.5 0.215 £ 0.025 1.09
T10 —~v1.8 4810 1.6 0.215 £ 0.025 1.08
T20 —~1.1 5811 1.42 0.205 4+ 0.027 1.01
720 —~v1.8 5677 1.61 0.210 £ 0.030 0.96
T15—~1.3 5220 1.51 0.210 £ 0.030 1.06

2The quoted errors are purely statistical.

. The combined uncertainty in T';» due to uncertainty in ,h? (in the range
0.02184 to 0.02230) and €2, (in the range 0.297 to 0.323) (Planck Collaboration
et al.[2016) is ~ 4 per cent. Thus we found that the uncertainties in parameters
Oy, k2, Q,, and oy leads to < 10 per cent change in I';, measurements. Note that
we do not account for the correlation between these parameters. We also found

that the derived value of I'15 do not change with change in ng from 0.96 to 1.O.|1_-]

One further source of error could come from the cosmic variance. We use

"'We performed a GADGET-2 simulation with ns = 1.0 and followed the method described
in this paper to constraint I'ys.
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5.5 Constraints on I'j

a box having a rather moderate size 50h~! c¢Mpc, which could in principle be
smaller than the largest voids at z ~ 0 (see Fig. 2 in Mao et al,|2017). It is

thus possible that our measurements of 'y, may not be globally representative.
To account for the effect, we simulate another box of identical size with identical
parameters, however choosing a different set of initial conditions on the density
and velocity fields. We perform the same statistical analysis on the second box

and find that the constraints on I'y5 differ by < 3 per cent. This is consistent

with the finding of Smith et al.| (2011)) that simulations do converge for box sizes

> 50 cMpc for the number of particles considered in our simulations.

(o)
I

I I I ' . IMetallicit;f =0.0Z2,
. Metallicity = 0.1Z
8~ . s.".{"i'l ]
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& 6
)
=
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-2 -1 0 1 2 3 4 5

log(A)

Figure 5.11: Effect of metallicity on T — A scatter plot for 10000 randomly
selected SPH particles at z = 0.3. The temperature of SPH particles is calculated
in the post-processing step of GADGET-2 using CITE. Red and blue points indicate
the T — A scatter plot for Z = 0.0Z; and Z = 0.1Z, respectively. For Z = 0.1Z,

the enhanced cooling rates due to metals are included from cooling tables given by

Wiersma et al. (2009)). As expected, the temperature of SPH particles for higher

metallicity model is consistently lower by ~ 10 percent.

One possible source of uncertainty in I'y; could come from the metallicity of
the IGM. At low-z, the IGM is enriched with metals (typical metallicity ~ 0.1Z
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see [Kulkarni et al. |2005; Shull et al.|2012). In presence of metals the cooling

rates are enhanced which in turn can affect the 7' — A relation. To study the

effect of metals on T'— A relation, we included the cooling due to metals in CITE

using cooling tables given by |Wiersma et al. (2009)E|. We enhance the cooling

rates (due to metals) while calculating ionization fractions of species and hence

temperature evolution. We do not account for the change in density due to metal

cooling in CITE. We assume constant metallicity of 0.1Z; from redshift z; = 2.1

to z = 0.0. We found that due to metals the mean IGM temperature Tj, decreases
by ~ 10 per cent whereas v remains same (see Fig. |5.11]). The fraction of baryons

in the diffuse phase increase by ~ 2.5 per cent. Since ['j5 constraints are weakly

dependent on 7j and the fractional change in diffuse phase of baryons is small,
the IGM metallicity has little effect on I'ys.

101_| T T T T |__ "I T T T T TTTT] T T T T TTTT] .
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Figure 5.12: Left and right-hand panels show variation in flux PDF and PS (for

observed spectra at z = 0.2) with uncertainty in continuum respectively. Fyunnorm

and Fione are unnormalized and continuum flux respectively. 6 Fiont indicates 1o

uncertainty in continuum flux. Due to continuum uncertainty the flux PDF is

affected more as compared to flux PS

The final source of errors on the measured I';5 is the uncertainty in the con-

tinuum fitted to the observed spectra. As discussed earlier, each observed spec-

trum is fitted with the continuum by Danforth et al. (2016). However, because

of the limited SNR the continuum fitting procedure is prone to uncertainties.

thttp://www.strw.leidenuniv.nl/WSS08/
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Table 5.6: Total error budget for our I'yo measurements at different redshifts

Redshift bin = I II III v

Type of simulated spectra = Lya forest Ly forest Lya forest Lya + Lyf forest?
Best Fit I'j5 0.066 0.100 0.145 0.210
Statistical Uncertainty® =+ 0.007 + 0.013 + 0.022 =+ 0.030
Cosmological parameters (~ 10 per cent) ® &+ 0.007 + 0.010 + 0.015 + 0.021
Cosmic Variance (~ 3 per cent) ° =+ 0.002 =+ 0.003 + 0.004 =+ 0.006

Total statistical errors? + 0.010 + 0.016 + 0.027 + 0.037
Continuum uncertainty (systematic)® =+ 0.005 =+ 0.005 =+ 0.010 + 0.015

Total error! =+ 0.015 + 0.021 + 0.037 =+ 0.052

2 The best fit value and statistical uncertainty is given for the model 720 — 1.8 (see Table since x?
is minimum as compared to other models in 3 out of 4 redshift bins.

b Cosmological parameters: Uncertainty due to (,h2, Q,,,, 05) is (~ 2 per cent, ~ 2 per cent, ~ 4 per cent)
respectively. The correlation between different parameters is not accounted for hence the uncertainty is
conservative.

¢ To account for cosmic variance, we simulated two different boxes with identical cosmological parameters
but with different initial conditions.

4 All statistical errors are added in quadrature.

¢ This uncertainty arises due to continuum fitting uncertainty. This error is systematic in nature.

fTotal error is obtained by adding total statistical error with total systematic error.

! Simulated Lya forest at z = 0.35 to 0.45 is contaminated by Lyf forest in the same wavelength range.

The Lyp forest is generated from simulation box at z = 0.6.

Conventionally, the observed flux is normalized as F' = Finnorm/Feont, Where
Fomnorm and Fioy¢ are the unnormalized and continuum flux, respectively. If
0Feone is the value of the uncertainty in the continuum, we can calculate the
lower and upper bounds on the normalized flux as Fi,, = Funnorm/(Feont + 0 Feont)
and Fu, = Fumorm/(Feont — 0Feont), respectively. Fig. shows the effect of
continuum fitting uncertainties on the observed flux PDF (left-hand panel) and
flux PS (right-hand panel). When 6 F,y, is taken to be 1o uncertainty in the
continuum, the flux PDF is considerably affected by the continuum uncertainty,
whereas the effect on the flux PS is milder and the changes are well within the
errorbars. This is the main reason to constrain I'y5 from flux PS and flux PDF
jointly. In this work, we obtained constraints on I'y5 using the three estimates
of the transmitted flux Fy,, F, and F,; and found that the I';5 range changes
systematically by < 10 per cent.

We summarize the total error budget (statistical and systematic) in Table
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5. PARAMETER ESTIMATION: I'y; AT Z < 0.5

5.7, The errors on I';5 are thus calculated as follows: (i) We first estimate the
error through the x? minimization for the fiducial values of Ty and 7. (ii) We then
account for the uncertainties in T and v by obtaining constraints for models with
extreme values of the two parameters. (iii) We add all statistical uncertainties in
quadrature to account for uncertainties in the cosmological parameters, thermal
history and cosmic variance. (iv) We finally add total statistical uncertainty
with systematic (from the continuum fitting) uncertainty. The 'y constraints

accounting for statistical and systematic uncertainties are given in Table [5.7]

10!

dP/dF

«+  Flux PDF
-- FluxPS
— Combined

1 i
10! 2 10
F k h cMpc™! T

[uN
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Figure 5.13: Each panel is same as explained in Fig. except that the Ly«
forest in the redshift range z = 0.4 4+ 0.05 is contaminated by LyS forest from
high redshift (z = 0.6). Comparison of the bottom row in Fig. [5.10] (without Ly
contamination) with this plot shows that the I';2 constraints are underpredicted

(at z = 0.4) when Lyf contamination is not taken into account.

The redshift bin z = 0.4 is likely to be contaminated by Lyf lines from H 1
interlopers (Danforth et al. 2016)E|. The contaminated spectrum will have more
absorption hence I'y5 would be underpredicted as compared to uncontaminated
spectrum. To account for this we contaminated the Lya forest (at z = 0.4) with
Lyp forestﬂ from z = 0.6. We have contaminated the region after accounting

for observed QSO emission redshift and avoiding proximity region. Fig. [5.13

!Note that one can still identify such lines using Ly-7y, Ly-d transition if the Ly/ line is
sufficiently saturated. However here we are concerned about the lines which have strong Ly«

and Lyg transition but weak Ly-v, Ly-é transition.
2We have only one free parameter I'15 at z = 0.4 denoted by I'12,0.4 in this analysis. For a

given I'12 0.4, we obtained I'15 96 at z = 0.6 by using scaling relation I'12,0.6 = I'12 norm (1 +2)%*
where FlQ,norIn = F12,0.4/1.44'4 as found by Shull et al. (2015)
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5.5 Constraints on I'j

shows that I'15 measurement obtained from contaminated spectra are higher as
compared to those from uncontaminated spectra (Fig. bottom row). This
problem does not arise for other redshift bins because the Ly lines are identified
based on the Lya detected in the HST-COS spectrum and we removed these
lines, higher H 1 Ly-series and metal lines in contaminating line removal process
as illustrated in Fig. 5.2

5.5.2 Voigt statistics: CDDF

Right-hand panels of Fig. [5.14] show the constraints on I'i3 from CDDF for a
model without turbulence in the 4 different redshift bins. As expected the y?
curves are smooth parabolas with the minimum reduced (Xﬁof’mm) ~ 1.5 as given
in Table[5.7] The statistical uncertainty in I';5 is shown by black dashed vertical
line. The statistical uncertainty in I'io is calculated by demanding x* = x2,, +
Ax?, where X2, is minimum value of x? and Ax? = 1.0 for 1 degree of freedom
(corresponds to 1 free parameter in the problem i.e., I'15; [Press et al.|1992).
The shaded regions shown in the right-hand panels correspond to 1o constraint
on I'1s from [Paper-I. It is interesting to note that the I'yr constraints obtained
using CDDF in this work (see Table are consistent within ~ 1o (the best fit
values differ by < 5.5 percent) with those obtained using flux statistics in [Paper-I
(see Table 8 in |Paper-I). However, error range is smaller in the present study. It
is because, contrary to [Paper-I, here we do not consider the errors arising from
uncertainties in cosmological parameters, continuum fitting and cosmic variance.
Therefore, we caution the reader that errorbars on I'i5 from |Paper-I are more
realistic.

Left-hand panels in Fig. shows the best fit (i.e., models with I';5 corre-
sponding to minimum x?%_ ;) model CDDF (blue square with shaded region) and
observed CDDF (red circle with errorbar) in the 4 redshift bins. The gray shaded
region represents 1o range from the simulated mock sample (ogy, given in Eq.
The errorbars shown on observed CDDF are assumed to be poisson distributed
and are not used while calculating x?.

The redshift bin IV is likely to be affected by LyS contamination from H 1
interlopers (refer to |D16 and |[Paper-lI). Note that it is difficult to remove the
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Figure 5.14: Constraints on I'19 from CDDF in four different redshift bins. The
left-hand panels show the observed CDDF and CDDF from the simulation using
the best fitted I'12, i.e., I'12 corresponding to the minimum reduced 2, in different
redshift bins (given in green box). The gray shaded region shows 1o errorbar on
the model CDDF (calculated from mock samples). The errors on observed CDDF
(red line with errorbar) are obtained assuming poisson distribution and are not
considered for calculating the reduced x2. The right-hand panels show the reduced
X2 as a function of the assumed I'15. The black dashed vertical lines indicate lo
constraints on I'15 around the I'y5 where reduced X2 is minimum. The shaded region
indicates 1o constraints on I'1s from flux PDF and flux PS given in [Paper-I. The
lo constraints on I'19 from CDDF are well within those obtained using flux PDF
and flux PS. The simulated Ly« forest at z = 0.4 is contaminated by Lyg3 forest
from z ~ 0.6 in the same wavelength ra!l?g?e to account for possible contamination

due to intervening H 1 absorbers (see section for more details).
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Figure 5.15

Gaussian distributed by, see section [5.4.2.1
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Table 5.7: I'|2 measurements at different redshifts

Redshift bin = I II 11 v

Type of simulated spectra = Lya forest Lya forest Lya forest Lya + Lyf forest!
Best Fit I'j2 (without turbulence) 0.066 0.104 0.137 0.199
Statistical uncertainty? 40.006 +0.008 +0.015 40.025
Reduced X2, 1.49 1.39 1.24 1.35

Best Fit I'15 (for Gaussian byyp) 0.067 0.095 0.145 0.200
Statistical uncertainty? +0.005 +0.005 +0.015 +0.022
Reduced y2,, 1.26 1.09 1.04 1.00

! Following [Paper-I| simulated Ly« forest at z = 0.35 to 0.45 is contaminated by LyS forest in
the same wavelength range. The Lyf forest is generated from simulation box at z = 0.6 .
2 The uncertainty in I';2 due to uncertainty in thermal history parameters is well within statistical

uncertainty.

Ly contamination in observations due to limited wavelength coverage of the
spectrograph. We accounted for this effect by contaminating the simulated Ly«
forest in the redshift 0.35 < z < 0.45 with Lyg forest from simulation box at
z = 0.6. (for more detail we refer reader to section 5.1 in [Paper-I). The lowest
panels in Fig. shows the I'y5 constraint at z = 0.4 where model CDDF
is calculated from Lya forest contaminated with Lyf forest. The x3ofmin =
1.35 and I'y5 constraint are consistent (within 1o) with best fit I'j5 from Paper-I
(0.210 £ 0.052) in the same redshift birfl]

We have done similar analysis and constrained I'y5 for a model with Gaussian
distributed b1, (see section as shown in Fig. |5.15| (see Table also).
It is interesting to note that the I'j5 constraints obtained from the model with
Gaussian distributed by}, are in good agreement with those from model without
turbulence and [Paper-I| (see left-hand panel in Fig. [5.17). This suggests that
the addition of Gaussian distributed by,,1, has a mild effect on CDDF (and hence
'y constraints). The X7ofmm is also improved and close to 1 when Gaussian
distributed b1, is added to the model. We also find that our CDDF at log Ny >
13.6 from simulation is steeper than that from [S15 and |Viel et al.| (2017)). This
could be due to absorption along sightlines passing through the high density

'If we do not account for Ly contamination, the I';5 constraint is underestimated, a result
similar to [Paper-Il For Lya forest only simulation at z = 0.4, I'y2 = 0.176 £ 0.013
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environment (near the outskirts of galaxies) in our simulation. In addition, the
number of high density regions are likely to be smaller in the simulations of [S15
and |Viel et al. (2017) as they incorporate various feedback processes and star
formation criteria.

We summarize the best fit I'j5 (for the model with and without turbulence)
along with the statistical errors for 4 redshift bins in Table 5.7 It is clear from
left-hand panel of Fig. that there is evolution in I'js with redshift and that
follows Tgr(z) = (3.9 £ 0.1) x 1071 (1 + 2)+98£011 ¢=1 yp to 2 = 0.5.

5.6 Evolution of I';s

Having obtained the constraints on I';5 at different redshift bins, we can now
try to understand its redshift evolution. Left-hand panel in Fig. [5.16] shows the
constraints on I'ip using the combined x? analysis of flux PDF and PS at the
four redshift bins. Blue open circle at z = 0.4 in the left-hand panel shows that
the I';5 measurements after Ly contamination is accounted for properly. We
find that there is a clear trend of photoionization rate increasing with increasing
redshifts. The best fit values follow T';3 = 0.040 £ 0.001(1 + z)*99£0-12,

In the left-hand panel of Fig. [5.17, we compare our derived I'y; from CDDF
with that from flux PDF and PS. The I'y5 evolution using CDDF for models with
and without turbulence is in good agreement with I'15 evolution using flux PDF
and flux PS). The best fit values follow T';5 = 0.040 4 0.001(1 + 2)*99%012 for the
constraints using CDDF. The uncertainty in I'15 constraint from flux PDF and
flux PS is larger and more reliable as it also account for other systematic and
statistical uncertainties.

Right-hand panel in Fig. [5.17| shows that our derived I'i (0.066 £ 0.06) at
z = 0.1 is lower than I'y5 from [K14] (~ 0.178) by factor ~ 2.7 (see Appendix[5.8.2]
for the reason of discrepancy) but is consistent with S15/ (~ 0.070) within 1o. Our
I'15 constraint at z = 0.2 is also in agreement with those obtained from modeling
the observed metal abundances by |Shull et al.| (2014). Note previous studies do
not get I'yr through y? minimization and no errorbars are associated to the Iy
measurement. K14 compared the CDDF in the redshift range 0 < z < 0.75 with

models generated from simulation box at zg, = 0.1. This could be the possible
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5. PARAMETER ESTIMATION: I'y; AT Z < 0.5

reason for the discrepancy of I'15 constraints obtained in this work and K14, We
constrained I'15 from CDDF in 0.075 < z < 0.45 using models generated from
simulation box at zg, = 0.1 ignoring evolution in 'y, and large scale structures.
The I'1s constraint (0.092 £ 0.009) for this model is higher by factor ~ 1.4 as
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Figure 5.16: Left-hand panel shows the I'iy constraint from joint y? analysis
of flux PS and flux PDF. The red diamonds show our I';s constraints using the
simulated Ly« forest. The last (z = 0.4) bin is likely to be affected by Lyf forest
from H 1 interlopers at high redshift. The blue open circle corresponds to the I'1o
constraint using simulated Ly« forest contaminated by Lyg forest at z = 0.6. A
best fit power-law to our measurements is also shown with green dashed line. The
scaling relation used by [Shull et al.|(2015]) (black dashed line), where they increased
the I'12 evolution of HM12 by a factor 2, is also consistent with our measurements.
However our I'j2 at z = 0.1 is factor ~ 2.7 smaller than Kollmeier et al.| (2014)
(yellow star). Right-hand panel shows the I'15 evolution from z = 0 to 2.5 from
observations and different UVB models. The cyan and orange shaded regions show
evolution of I'j9 from KS15 UVB for fesc = 0 using |[Inoue et al.| (2014) and HM12
cloud distribution respectively. The shaded region accounts for uncertainty in UV
spectral index o = —1.4to —1.7 at A < 912 A. Our results (shown by red diamonds)
are consistent with fesc = 0 for HM12 and [Inoue et al,| (2014) cloud distribution
allowing for the UV spectral index uncertainties. A constant fese = 0 model (for
different cloud distribution and FUV spectral index uncertainty) is sufficient to
explain the evolution of T'j9 from z = 0 to z = 2.5 (high-z points are taken from
Bolton and Haehnelt| (2007)) and |[Becker and Bolton! (2013). All of these predictions
use the QSO emissivity of KS15, and no galaxy contribution.
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5.6 Evolution of I'y,

compare to I';p constraint from the model at z = 0.1 where I'15 evolution is
accounted for (see Table . However, the I'15 constraint from this model is in
good (~ 1o) agreement with I';5 constraint at z = 0.2 (0.104 4 0.008, see Table
when I'y5 evolution is accounted for. This is still smaller than what was found
by K14, Note that the median redshift of the observed sample is z ~ 0.2. Thus
even if we do not account for I'15 evolution, the I';5 constraints (0.09240.009) are
consistent with |S15/ (~ 0.103 at z = 0.2) and |Paper-I (0.100 £ 0.021 at z = 0.2).

Recently, Gurvich et al. (2017) found that the I';5 required to match observed
CDDF (from [D16) with simulated CDDF is lower than K14 by a factor ~ 3.
They attributed this to the effect of AGN feedback and to the Faucher-Giguere
et al. (2009) UVB model included in their simulation. The AGN feedback could be
important but is not incorporated in our simulation. However our I'}5 constraints
are in good agreement with those from |Gurvich et al.| (2017). Note that our I'yo
constraint at z = 0 (I';2 = 0.03940.001, from scaling relation) is consistent within
lo with that from [Faucher-Giguere et al. (2009) UVB model (I'12 = 0.0384). |Viel
et al.| (2017) have provided scaled I'15 for different hydrodynamical simulations
with and without additional heating that will reproduce the observed CDDF. The
direct comparison between our I'1o measurements and that of |Viel et al.|(2017) is
difficult as goodness of the CDDF fits and error in I';5 are not given in their work.
However if we assign 10 percent uncertainty to their measurements, they are
very much in agreement with our measurements. |Cristiani et al.| (2016)) found a
similar result where their estimated I';5 evolution at z < 0.5 is in good agreement
with I'j5 evolution from S15| and Paper-I. |Cristiani et al.| (2016) combined the
information from measured QSO contribution to cosmic UVB in the range 3.6 <
z < 4.0 with QSO luminosity function and estimated the production of ionizing
photons from QSOs at various epoch (0 < z <5). To compare our results with
the UVB models, we calculate the UVB as explained in |Khaire and Srianand
(2013) and KS15. The UVB estimate depends on the UV emissivity of QSOs
and galaxies and the H 1 column density distribution, f(Nyj, 2), of the IGM. We
use the QSO emissivity from KS15 at 912 A (their Eq. 6) obtained using the
recent QSO luminosity functions. At z < 3, this eg15 is higher upto factor of
2.2 than the one used by previous UVB models such as |Faucher-Giguere et al.
(2009); Haardt and Madau| (2012, hereafter HM12) which they obtained from the
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Figure 5.17: In the left-hand panel black stars and blue circles with errorbar show
the evolution of I'j from this work (CDDF') for a model with turbulence (see section
and without turbulence respectively. Red diamonds with errorbars show
the I'12 evolution from [Paper-I (using flux PDF and flux PS). For visual purpose the
points are shifted along = axis. The blue dotted and red dashed line shows scaling
relation for I'12 evolution from this work (for model without turbulence) and [Paper-|
. Within 1o uncertainty the I'j2 evolution from this work (for both models with
and without turbulence) is consistent with that from The errorbars on I'19
evolution given in are more realistic as they account for cosmic variance,
cosmological parameter uncertainty, continuum fitting uncertainty. In the right-
hand panel black stars, blue circles and red diamonds with errorbars are same as
given in left-hand panel. Our derived I'12 at z ~ 0.1 is lower by factor ~ 2.7 than
that of (shown by yellow star) but is in 1o agreement with (green dashed
line). The derived 'y evolution is consistent with [Khaire and Srianand| (2015alb])
UVB model (shown by gray shaded region) where the UVB is contributed only by
QSOs.
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5.6 Evolution of I'y,

compiled luminosity functions of Hopkins et al.| (2007). It is because the recent
QSO luminosity function compiled by KS15 from (Croom et al.| (2009)); |[Palanque-
Delabrouille et al.| (2013); [Schulze et al.| (2009) have more bright QSOs. The ratio
of the €915 from KS15 to the one used by HM12 at z = 0.1,0.5,1.0,1.5,2.0, 2.5, 3.0
is 1.16,1.61,2.03,2.11, 1.86, 1.54, 1.28 respectively (see Fig. 2 of KS15). The QSO
emissivity at A < 912 A depends on the assumed spectral energy distribution
(SED) of QSOs. The SED can be approximated by a power-law, L, o v®, for
A < 912 A. We refer to a as UV spectral index. Here, we use @ = —1.4 from
Stevans et al.| (2014) as well as a = —1.7 from |Lusso et al.| (2014). Stevans et al.
(2014)) obtained it by stacking the FUV spectra of 159 QSOs at 0.001 < z < 1.476
observed with HST-COS which probes rest frame wavelengths down to 475 A.
Whereas, Lusso et al. (2014)) obtain it by stacking spectra of a sample of 53
QSOs at z ~ 2.4 observed using Wide Field Camera 3 on HST which probes rest
wavelength down to 600A. To model the UVB, we take the galaxy emissivity using
a fiducial self-consistent combination of star formation rate density (SFRD) and
dust attenuation from |[Khaire and Srianand| (2015b) (as summarized in section 3
of Khaire et al. 2016|) with fes. being a free parameter. In general, the UVB at
z < 0.5 has significant contribution coming from high-z sources upto z ~ 2 due
to steep rise in QSO emissivity as well as SFRD with z. Therefore, we need to
constrain the fe. at z < 2. For simplicity, we assume a constant fes.(z) over this
redshift range.

The f(Nui, z) for log Ny > 16 affects the UVB significantly. It is not well
constrained at z < 2 due to the small number statistics and because one needs
to use spectra obtained with space based observatories. Here, we use recently
updated f(Nur, 2) from Inoue et al| (2014)) which is different than the one used
by HM12. For comparison, we calculate UVB using f (N, 2) of both Inoue et al.
(2014) as well as HM12.

The I'ui(z) obtained using these UVB models calculated for two UV spectral
indexes and two f(NVyi, z) are shown in the right-hand panel of Fig. . Here,
we assumed feso(2)=0 for z < 3 and at z > 3 fe(2) is taken from |[Khaire
et al| (2016). As shown in Fig. [5.16] all four UVB models are consistent with
our low-z I'y; measurements. As can be seen from the figure, QSOs alone are

sufficient to explain the 'y measurements upto z = 2.5 (i.e with fec(2) = 0).

177



5. PARAMETER ESTIMATION: I'y; AT Z < 0.5

At higher-z a rapid evolution in fe. is needed as shown in Khaire et al.| (2016).
We calculate the reduced x? for these UVB models obtained with fee. = 0. The
UVB with f(Ngi, z) of HM12 gives reduced x3.,; = 0.14 and 1.26 for o = —1.4
and o = —1.7, respectively. The UVB with f(Nup, 2) of Inoue et al.| (2014) gives
reduced x3,; = 3.06 and 0.22 for « = —1.4 and o = —1.7, respectively.

For UVB model obtained using f(Nui, z) of|[Inoue et al|(2014) and o = —1.7,
we find that fee(z < 2) = 0.008 is a conservative 3o upper limit (with Ax? ~9).
It is consistent with the 30 upper limits on average fese < 0.02 obtained by
stacking samples of galaxies (Bridge et al.|2010; |[Cowie et al.|2009; Rutkowski
et al.2016; Siana et al.|2010). In these observations, lowest average mass of
galaxies is ~ 10%% My (Rutkowski et al|[2016)). It was believed that the UV
escape from the lower mass galaxies could be appreciable at all z (Ferrara and
Loeb| 2013; [Fujita et al.|[2003; Razoumov and Sommer-Larsen 2006; |Wise et al.
2014) which may solve the problem of higher fes. (~ 0.15 to 0.2 Khaire et al.|[2016;
Mitra et al.[|2015) at z > 6 required for H 1 reionization. However our derived 3-o
upper limit of fe. is in conjunction with observations of [Rutkowski et al.| (2016]),
suggests that galaxies with mass lower than 10°2% Mg, may also have very low feg.
providing negligible contributions to the UVB at low-z. It is possible that some
additional heating as suggested recently by |Viel et al. (2017) may be present and
if included that will reduce the derived 'y further. This will further strengthen
our conclusion that QSOs alone are sufficient to provide necessary H I ionizing

photons.

5.7 Summary

In this work we measure the H 1 photoionization rate, 'y, at z < 0.45 using a
sample of QSO spectra obtained with Cosmic Origins Spectrograph onboard the
Hubble Space Telescope (HST-COS) and hydrodynamical simulations GADGET-2
post-processed with CITE, GLASS and VIPER.

For fair comparison, we mimic the simulated Ly« forest as close to observa-
tions as possible in terms of SNR, resolution and line spread function. The spectra
generated using our method are remarkably similar to the observed spectra. We
constrain 'y using three statistics namely, flux PDF, flux PS and CDDF. We
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perform x? minimization using appropriate covariance matrices to compare the
observations with the model predictions. The main results of our work are as

follows,

1. We measured I'yy in four different redshift bins (of Az = 0.1) centered
at z = 0.1125,0.2,0.3,0.4 using joint constraints from the two statistics
flux PDF and PS. We estimated the associated errors by varying thermal
history parameters, cosmological parameters and continuum fitted to the
observed spectrum. Due to limited wavelength range covered in the HST-
COS spectrum used in this study, the I'y; measurement for the highest
redshift bin (i.e z = 0.4) is likely to be affected by the contamination of
Ly forest absorption from higher-z. We contaminated our simulated Ly«
forest at z = 0.4 by Ly forest from z = 0.6 and corrected for the effect of
Lyf contamination in our I'y; measurement for this z bin. The measured
I'15 values at redshift bins z = 0.1125,0.2,0.3, 0.4 are 0.066+0.015, 0.100+
0.021, 0.145 4+ 0.037, 0.210 4 0.052, respectively.

2. Our final quoted errors in the I'y; measurements include possible uncer-
tainties coming from the statistical uncertaintyﬂ (~ 14 per cent), cosmic
variance (~ 3 per cent), cosmological parameters uncertainty (~ 10 per
cent) and continuum uncertainty (systematic uncertainty ~ 7 per cent).
Uncertainty in I'g; due to uncertainty in thermal history parameters, over

the range considered here, is small and within statistical uncertainty.

3. We fitted all the observed Ly« forest spectra using VIPER and compiled a
Lya line catalog called “VIPER line catalog”. We found that the b parameters
of Voigt profile components from simulations are typically underestimated
as compared to observations. This difference can be rectified by including
the Gaussian distributed line width parameter by, (1 = 20 kms'and
o = 10 kms™!) at each pixel in the simulation. The resulting line width
distribution from simulations matches roughly with observed line width

distribution, scatter and lower envelope of the b vs log Ny distribution.

!The percentage values given in parenthesis are quoted for redshift bin IV i.e., z = 0.4 (see

Table
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However, the CDDF has little effect of additional by, (< 7 percent) and the
[yp constraints are mildly affected (< 9 percent). However, if we consider
additional heating effect for the excess broadening then the I'y; obtained

will be slightly reduced (roughly scale as T~%7).

4. We obtained CDDF at four different z bins and matched with simulated
CDDF at each mean z. This allowed us to measure the 'y in four redshift
bins (of Az = 0.1) centered around z = 0.1125,0.2,0.3,0.4. We estimated
the associated statistical error using x? statistics. When additional tur-
bulent broadening are not included measured I'y5 values at the redshift
bins Z = 0.1125,0.2,0.3,0.4 are 'y, = 0.066 = 0.006, 0.104 4= 0.008,0.137 &
0.015,0.199 4 0.025 respectively. The corresponding values after inclusion
of by are I's = 0.067 £ 0.005,0.095 + 0.005, 0.145 4+ 0.015, 0.200 £ 0.022.
Thus the uncertainties in the velocity broadening seem to have little effect
on the derived I'g;. Our measured Iy, values are in good agreement with
I'12 measurement that are obtained with two different statistics namely flux
PDF and flux PS. However, the errorbars on I'yj; measurements from flux
PDF and flux PS analysis (Gaikwad et al.|2017b)) are more reliable as they
account for cosmic variance, continuum fitting uncertainty and cosmological

parameter uncertainty in their calculation.

5. As expected based on UVB models, even in the small redshift range covered
in our study the measured I'y; shows a rapid evolution with z. We fit
the redshift evolution of I'is obtained from flux PDF and PS as I'js =
0.040£0.001 (1 + 2)*99£912 and that obtained from CDDF as I';; = 0.039 &
0.001 (1 + 2)+98+011 a4t 0.075 < 2 < 0.45. The I'g(z) obtained here are
consistent with the measurement of [Shull et al.| (2015) however our 'y
measurement at z = 0.1 is factor ~ 2.7 smaller than |[Kollmeier et al.| (2014).
Note these two earlier measurements used H 1 column density distribution

to constrain I'yy(2).

6. The 'y measurement at any z; depends on the emissivities of the ionizing
sources at z > z; and Lyman continuum opacity of the IGM. We considered

the updated emissivities of QSOs and galaxies (with f.. as a free parameter)
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and two different H 1 column density distribution as a function of z obtained
by HM12 and [Inoue et al.| (2014) and obtained I'y; using KS15 UVB code.
We find that for, both H 1 distributions, our derived I'yi(z) is consistent
with being contributed only by QSOs. This is true even if we allow for
variations in the UV spectral index of QSOs. We also find the maximum
30 upper limit on fe at z < 2, allowing for uncertainty in FUV spectral
index and cloud distribution f(Nyp, z) of Inoue et al.| (2014)), is 0.008. This
is consistent with 30 upper limits on average fes. (i.e < 0.02) obtained by

stacking samples of galaxies probing average galaxy mass M > 10%3M.,.

Our measurements suggest that the contribution of low mass galaxies to
average fesc Will also be small. Our study confirms that there is no crisis at
low redshift in accounting for the observed Lyman continuum photons using
standard known luminous astronomical sources. Thus our I'y(z) measure-
ment can in turn be used to place a strong constraint on the contributions

of decaying dark matter to the low-z UVB.

5.8 Appendix

5.8.1 Flux PDF and PS in our simulations

We tabulate the flux PDF, the PS and mean flux decrement (DA) obtained from
the observational data used in this paper, and also the values corresponding to
our best-fit model. The errors on flux PDF and flux PS are obtained from the

simulated mock samples.

Mean flux decrement: Following the standard definition the mean flux decre-

ment along a sightline is given by,
DA=(1—-¢eT) (5.9)

where e™7 is normalized flux and angle brackets represent average along the wave-

length. The total mean flux decrement for the /N sightlines is given by,

1 N
DAsample = N Z DA’L (510)
=1
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where DA; is mean flux decrement along i*" sightline. The variance (02,,,.) of

the total mean flux decrement for the IV sightlines is given by,
1N
Uszample = W Z(DA’L - I)Asaumple)2 (511)
i=1
Table shows the observed (DAga.) and best fit flux decrement (DA 0qe1)
from our simulation for different redshift bins (calculated using Eq. [5.10)). The
uncertainty in DAg.. is calculated using Eq. whereas the uncertainty in
DA oqe1 corresponds to 1o uncertainty in best fit I';5. The uncertainty in DA gata
due to continuum fitting uncertainty is not accounted for. Note that for y?

analysis, we used flux PDF in the range F' < 0.85.

5.8.2 Discrepancy in I'y5 at z = 0.1

In this section, we show that the discrepancy in our I'j5 and Kollmeier et al.| (2014)
is due to observational systematics (and not due to differences in simulation). To
illustrate this, first we compare CDDF from VIPER, [Danforth et al. (2016) and
Kollmeier et al.| (2014)) (see Fig. [5.18). It is clear from Fig. that above
completeness limit (i.e., log Ny > 13.6), the observed CDDF from Kollmeier
et al| (2014) is consistently lower than that from VIPER and |Danforth et al.
(2016). Since I'yy scales inversely with CDDF, one would expect to get higher
[yp from Kollmeier et al.| (2014) observational data.

To quantify the difference in I'5, we followed the procedure given by Kollmeier
et al.| (2014) and generated the Lya forest spectra from our simulation. We used
the [Kollmeier et al.| (2014) observational CDDF and constrain the I'gy using x>
minimization as discussed in section 5.5} The results are shown in Fig. [5.19] It
is clear from the figure that if we assume observed CDDF along with its errorbar
from Kollmeier et al.| (2014) is correct then the I'ys constraints from our simula-
tions are 0.138 £ 0.01. This is ~ 3.9 times smaller than HM12 I'y5 (= 0.0354) at
z=0.1.

We now account for the differences in cosmological and astrophysical param-

eters between |[Kollmeier et al.| (2014) and our simulation. Following the standard
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5. PARAMETER ESTIMATION

Table 5.9: The observed and best fit I'12 (see Table ﬂ flux PS from our simulation for redshift bins. The errorbars

on model flux PS indicate diagonal terms of the covariance matrix. The covariance matrix can be available on request.

The wavenumber k is expressed in units of A cMpc

-1

Spectra — Ly« forest Ly« forest Lya forest Lya + Lyp forest

z=10.1125 z=0.1125 z=0.2 z=0.2 z=20.3 z2=0.3 z=04 z=04

Data Model Data Model Data Model Data Model
log k log Pr log Pr+ dlog Pr log Pr log Ppr+ dlog Pr  log Pr  log Pr+ dlog Pr  log Pr  log Pr=+ dlog Pr
—0.601 —4.332 -4.338 + 0.145 —4.340 -4.308 &+ 0.149 —3.971 -3.995 + 0.204 —3.706 -3.652 4 0.162
—0.425 —4.297 -4.360 + 0.142 —4.312 -4.339 + 0.153 —4.107 -4.025 + 0.198 —3.717 -3.685 4+ 0.158
—0.300 —4.337 -4.394 + 0.143 —4.361 -4.364 + 0.151 —4.082 -4.045 + 0.189 —3.741 -3.716 4+ 0.158
—0.203 —4.391 -4.418 + 0.140 —4.369 -4.395 4+ 0.144 —4.102 -4.082 4+ 0.187 —3.813 -3.749 4+ 0.155
—0.124 —4.408 -4.459 + 0.133  —4.433 -4.436 + 0.145 —4.150 -4.119 +£0.187 —3.718 -3.799 £+ 0.151
—0.057 —4.421 -4.490 £ 0.132 —4.413 -4.466 + 0.141 —4.120 -4.151 £0.180 —3.713 -3.835 + 0.148
0.047 —4.477 -4.543 £ 0.123  —4.446 -4.521 + 0.131 —4.234 -4.212 £0.169 —3.857 -3.894 + 0.135
0.142 —4.547 -4.632 £ 0.119 —4.518 -4.616 + 0.123 —4.214 -4.302 £ 0.157 —3.915 -4.002 + 0.128
0.236 —4.589 -4.732 £0.114 —4.633 -4.724 + 0.120 —4.323 -4.411 £+ 0.146 —4.012 -4.127 £+ 0.117
0.331 —4.675 -4.843 £ 0.108 —4.745 -4.842 + 0.111 —4.469 -4.521 £+ 0.130 —4.207 -4.257 + 0.110
0.425 —4.839 -4.957 + 0.100 —4.897 -4.963 + 0.101 —4.560 -4.628 4+ 0.123 —4.309 -4.386 4+ 0.099
0.520 —4.977 -5.072 + 0.092  —5.064 -5.087 + 0.095 —4.756 -4.741 + 0.109 —4.509 -4.517 4+ 0.089
0.615 —5.154 -5.202 + 0.083 —5.254  -5.224 4+ 0.085 —4.864 -4.863 4+ 0.098 —4.658 -4.657 £+ 0.081
0.709 —5.299 -5.333 £ 0.075 —5.401 -5.364 4+ 0.077 —5.013 -4.976 + 0.089 —4.794 -4.791 £+ 0.071
0.804 —5.431 -5.456 + 0.065 —5.546  -5.496 4+ 0.067 —5.161 -5.073 + 0.077 —4.936 -4.906 4+ 0.063
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Figure 5.18: Comparison of observed CDDF obtained using VIPER (red circles),

from Danforth et al.| (2016, blue squares) and Kollmeier et

al.| (2014} black stars)

at 0.075 < z < 0.5. At logNygy > 13.6 (which is also completeness limit of the
sample), the CDDF from [Kollmeier et al.| (2014) is consistently lower than our

CDDF and |Danforth et al.| (]2016[)
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Figure 5.19: Constraints on I';s using observed K14 CDDF. Left-hand panel
shows the best fit model CDDF (blue squares) and observed K14 CDDF (red
circles) in the redshift range 0.075 < z < 0.45. The shaded region corresponds
to 1o error on observed CDDF. The model CDDF is calculated from z = 0.1
simulation box using 5000 Ly-«a forest spectra. Right-hand panel shows variation
of X?iof with I"i3. The minimum value X(2iof (~ 1.38) occurs at I'1o = 0.138. The

black dashed vertical lines represent 1o statistical uncertainty in I's.

definition the flux decrement is given by Dy = 1 — e~ ™. For a small value of 7.¢

we can write,

Da~1—(1—7e)

(5.12)

D = Ter
As given in Kollmeier et al.| (2014, K14), Dy = 0.05 for HM12 background at
z=0.1.
In our simulation (G16), Dy = 0.04 for HM12 background at z = 0.1.
According to Fluctuating Gunn-Peterson Approximation (FGPA) the Ly-a opti-

cal depth is given as,

(fa % h?)?

where fq is fraction of the baryons in the cold IGM. We noticed that Kollmeier
et al. (2014)) used simulation with momentum-driven wind formalism (‘vzw’ model).
The fraction of baryons in diffused phase (fg) for this model is ~ 41% whereas
in our case fq ~ 34% (from Table. 2). The scaling relation between I'15 of K14
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and G16 is given as,

Ti2lcie _ ([fd]G16>2 " ([Qb]c;16>2 " <[h2](316>2 " <[Qm]K14>0'5 " [Teft K14
[F12]K14 [fd]KM [Qb]KM [h2]K14 [Qm]cw [Teff]Gm
TisJars _ (0.34) . (0-0486 ? L (0674 ? (025 05  0.05
Tk \041 0.0440 0.7002 0.31 0.04
[['12]

= 0.6877 x 1.2200 x 0.8595 x 0.8980 x 1.2500

Q
i
o

[T12)k14
[C'1o]

[F12]K14

!
S

= 0.8095

(5.14)
Expected I'15 from K14 observation data

[FIZ]KM = 1.2353 x [Flz]Gw
[Flg]K14 =0.170 £+ 0.009

This is ~ 4.8 times HM12 and is consistent within 1o with I'y5 constraints quoted
by K14 (0.174) at z = 0.1. Thus the discrepancy in our I';s and Kollmeier
et al.| (2014)) is due to observational systematics (and not due to differences in

simulation).
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6 Conclusions and Future out-
look

6.1 Conclusions

The primary objective of the thesis is: (i) To develop an efficient, flexible and
sufficiently accurate method to simulate the IGM in a post-processing step of
the cosmological N-body hydrodynamical simulation GADGET-2 and (ii) to ap-
ply these models to constrain astrophysical parameters from observations using
various statistics. For this purpose, we have developed following post-processing
tools that captures the effect of various astrophysical processes important in IGM

studies:

(i) A module that accounts for the effect of thermal, ionization evolution and

dynamic pressure of the gas.

(ii) A tool to generate the Ly« forest by shooting random sightlines through

the simulation box.

(iii) A module that automatically decomposes the Lya forest in multi-component

Voigt profiles.

(iv) Different codes to derive the various Lya flux statistics such as flux probabil-
ity distribution function (PDF), flux power spectrum (PS), wavelet statistics
(Lidz et al.2010) and curvature statistics (Becker et al.[2011)).

Using these tools, we model various observed properties of the IGM and com-
pare with observations to constrain astrophysical parameters with appropriate

errorbars.
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6.1.1 Hydrodynamical simulations of Ly« forest

The Lya forest is one of the most sensitive tools to study the physics of IGM. The
observed properties of the Ly« forest are sensitive to fluctuations in the cosmic
density fields (A < 10 at z ~ 2 —4 and A < 50 at z < 0.5), velocity fields and
physical conditions such as the temperature, turbulence and ionizing radiation
prevailing in the IGM. We use the smoothed particle hydrodynamic (SPH) code
GADGET-2 (Springel| 2005) to generate the density and velocity field in a peri-
odic box. The modelling of the Lya optical depth involves shooting of random
sightlines through simulation box and the calculation of three fields, namely, (i)
the overdensity A, (ii) the peculiar velocity v and (iii) the temperature T along
these sighlines. We found that the temperature obtained from GADGET-2 is not
realistic because radiative heating and cooling processes are not incorporated in
GADGET-2.

In this thesis, we have developed a “Code for lonization and Temperature
Evolution” (CITE) to model the thermal and ionization evolution of particles
in the post-processing step of GADGET-2. In CITE, we solve the equilibrium
(or non-equilibrium, if desired) ionization evolution equation for a given UVB to
calculate various ionization fractions. For a given temperature and density of each
SPH particle, we calculate cooling and heating rate in presence of surrounding
radiation field set by UVB. We add (or subtract) the temperature corresponding
to these processes in temperature evolution equation. We found that the resulting
temperature from GADGET-2 + CITE is realistic and obeys power law T — A
relation consistent with that from the analytic calculation and full hydrodynamic

simulations. CITE offers many advantages for the IGM studies as given below:

(1) Because CITE is based on post-processing the GADGET-2 output, the method

is computationally less expensive.

(2) cITE allows us to explore large thermal history parameter space without

performing the full SPH simulation from high-z.

(3) CITE provides flexibility to (i) simulate the non-equilibrium evolution of ther-

mal and ionization state of the gas, (ii) incorporate the radiative cooling for
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a wide range of metallicities and (iii) include heating due to non-standard

sources like cosmic rays and high energy v-rays from Blazars.

Despite offering the flexibility, the obvious shortcoming of CITE is that the
diffuse gas is evolved dynamically at effectively zero pressure (because of its low
temperature), rather than the pressure it would have if it were at T' ~ 10* K typ-
ical of photoionized gas. Thus the dynamical impact of the diffuse IGM pressure
(especially at small scales) is not modelled self-consistently in CITE. However, we
found that the effect of dynamic pressure is not important for moderate to low
resolution (gas particle mass dm ~ 1.26 x 107 h=! Mg, pixel size dz ~ 48.8h~*
ckpe) Lya forest studies typically achieved with HST-COS at low-z (z < 0.5).
On the other hand, for studying the high-z (2 < z < 4) Ly« forest one usually
uses higher resolution echelle data. When we use appropriate high resolution
(gas particle mass dm ~ 1.01 x 10° h=! M, pixel size dx ~ 9.77 ckpc) simulation
boxes, we notice that the density (A) and velocity (v) fields are smoother for
GADGET—3|I| as compared to those from GADGET-2 (known as “pressure smooth-
ing”). This is because the temperature of the SPH particles in GADGET-2 is
not calculated self-consistently, the unshocked gas is effectively evolved at zero
pressure in GADGET-2, and the local Jeans length of the particles, responsible
for pressure smoothing in GADGET-3, is comparable to the resolution of the sim-
ulation box. We show that the effect of dynamical pressure can be captured by
running GADGET-2 at an elevated temperature floor ~ 10* K, post-processing
with CITE, and smoothing (in 3 dimensions) the density and velocity fields over
a local Jeans scale (over which pressure smoothing effects are important) with a
modified SPH kernel.

We further develop a module for “Generating Lyman Alpha forest Spectra in
Simulation” (GLASS). Using GLASS, we calculated the Ly« transmitted flux that
has signal-to-noise ratio (SNR), spectral resolution and line spread function (LSF)
effects similar to the observational data. We show that the line-of-sight density,
velocity, temperature field and Lya transmitted flux is remarkably similar to

those obtained from self-consistent simulations like GADGET-3. Our method to

'Radiative heating and cooling is incorporated internally in GADGET-3
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simulate the Ly« forest is computationally less expensive, flexible and accurate

to within 10 percent.

6.1.2 Voigt decomposition of Lya forest

The observations of the Ly« forest have regularly been used to constrain cos-
mological and astrophysical parameters by comparing different statistics of the
Lya forest derived from observed spectra with those from the simulated ones. An
important class of statistics requires to decompose the Ly« forest into multiple
Voigt profiles. The line width distribution function calculated from Voigt profile
fitting is sensitive to the thermal history and the energy injected by various astro-
physical processes in the form of heat and turbulent motions in the IGM (Davé
et al.[2001} [Schaye et al.|[1999] 2000). Similarly, the column density distribution
function (CDDF) calculated from Voigt profile decomposition is sensitive to I'gy
(Gurvich et al.2017; |[Kollmeier et al. 2014} |Shull et al.|2015) and cosmological
parameters (Shull et al.[2012)). While statistics based on parameters obtained
using Voigt profile fitting are useful in deriving thermal history and equation of
state of the IGM, the Voigt profile decomposition is usually subjective, laborious
and time consuming process. Therefore, a large parameter space exploration in
simulations is usually difficult.

We have developed a parallel processing module “Volgt profile Parameter
Estimation Routine” (VIPER) to fit the Lya forest with multiple Voigt profiles
automatically. In VIPER, the blended and saturated features are fitted simul-
taneously with multi-component Voigt profiles. An objective criteria based on
information theory is used to find the number of Voigt profiles needed to describe
the Lya forest. Using VIPER, we fitted 82 HST-COS Ly« forest spectra using
VIPER and compiled a Ly« line catalog called “VIPER line catalog”. We show that
the Voigt profiles fitted to observed spectra using VIPER match well, in terms of
number of components and the values of fitted parameter along with the error-
bar, with those fitted using semi-numerical method in Danforth et al. (2016]).
The median b parameter from VIPER (32.9+20.8 kms™') is consistent with that
from Danforth et al.| (2016, 33.9 4+ 18.3 kms™!). Also, the median log Ny from
VIPER (13.39 £ 0.61) is in good agreement with that from Danforth et al. (2016}
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13.38 + 0.63). We calculate the appropriate redshift path length Az(Ny;) and
the sensitivity curve from the HST-COS data. Subsequently, we calculate the
CDDF after accounting for the incompleteness of the sample. We show that our
calculated CDDF in the redshift range (0.075 < z < 0.45) is consistent (KS test
p-value is 0.83) with that of Danforth et al.| (2016) CDDF in the redshift range
(0 < 2z <0.75). The parallel and automated nature of VIPER allows us to simul-
taneously fit large number of simulated spectra and to explore a wide parameter

space efficiently.

6.1.3 Validation of our simulations

We validated our method of evolving thermal and ionization state of the IGM
using CITE with other simulations in the past and full hydrodynamic simulations
like GADGET-3. For low resolution (similar to that achieved in HST-COS data)
simulation, we show the consistency of our method with other simulations in the

literature by comparing with three metrics:

(i) thermal history parameters: our simulation predicts Ty ~ 5000 K and ~ ~
1.6 in the redshift range z = 0.1 to 0.45. These values are shown to be

insensitive to our choice of Ty and v at an initial redshift, z; = 2.1;

(ii) distribution of baryons in phase diagram at z = 0: We find ~ 34 per cent of
baryons are in diffuse phase, ~ 29 per cent in warm hot intergalactic medium
(WHIM), ~ 18 per cent in hot halo and ~ 19 per cent in condensed phase

and

(iii) the correlation between baryon overdensity A vs H 1 column density, Ny, in
the redshift range 0.2 < 2z < 0.3: we find A = 34.84+5.9 (Nyy/10'4)0-770%0.022,

We show that all these predictions compare well with those of low-z simulations in
the literature (Davé et al.2010; Smith et al.2011)) that include different feedback
processes at varied levels.

On the other hand, for high resolution (typically achieved in echelle data)
simulations (at 2 < z < 4), the dynamical evolution of SPH particles at finite

pressure is an important effect. It is well known that the pressure smoothing in
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GADGET-3 is not only decided by the instantaneous density and temperature of
the particles but also to some extent by the thermal history (Gnedin and Hui
1998 |[Kulkarni et al.|[2015). To illustrate this, we perform three high resolution
simulations (gas particle mass dm ~ 1.01 x 10° h=! M, pixel size dz ~ 9.77
ckpc) with same initial conditions (i) G2-LTF: GADGET-2 with low temperature
(T ~ 100 K) floor in which local Jeans length is decided by instantaneous density
and temperature and (ii) G2-HTF: GADGET-2 with high temperature (T ~ 10*
K) floor in which even the unshocked gas is evolved at a pressure appropriate
for a photoionized gas at T = 10* K and (iii) GADGET-3: a reference model for
comparison with G2-LTF and G2-HTF model.

First, we obtain the evolution of thermal history parameters Ty and v by esti-
mating the temperature of the SPH particles from CITE. The Tj and v evolution
from our model is in very good agreement with that from GADGET-3. CITE also
provides us with enough flexibility to solve the non-equilibrium ionization evolu-
tion equation. The T, and v evolution for non-equilibrium case is considerably
different (7} is larger by ~ 60 percent and -y is smaller by 15 percent at z = 3.7)
than that for equilibrium case. Using our module GLASS, we generate the Ly«
forest spectra by shooting random sightlines through simulation box in all the 3
models. The resulting Ly« forest spectra along sightline are remarkably similar
in the G2-HTF and GADGET-3 methods. We compare the G2-LTF and G2-HTF
with the GADGET-3 model using 8 different statistics, namely: (i) 1D density field
PS, (ii) flux PDF, (iii) flux PS, (iv) wavelet PDF (Lidz et al.2010), (v) curvature
PDF (Becker et al.|2011)), (vi) CDDF, (vii) linewidth (b) distribution and (viii)
b vs log Nyp correlation, at four different redshift z = 2.5,3.0,3.5 and 4.0. We
have developed a statistical module to calculate the 8 statistics mentioned above.
Treating the GADGET-3 model as the reference, we demonstrate that the 'y can
be recovered, using flux PDF and flux PS statistics, within 1o statistical uncer-
tainty using the G2-HTF model. We find that the G2-HTF model is in general
very good agreement (within 1o) with GADGET-3 model at all redshifts. Using
enhanced Haardt and Madau (2012) photo-heating rates, we obtain a thermal
history such that 7j is increased by a factor of ~ 2. We show that our method for
such significantly different thermal history is consistent (in lo) with GADGET-3

simulation.
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6.1.4 Parameter estimation: H 1 photoionization rate at

low-2z

The highly ionized state of the IGM at z < 0.5 is maintained by UVB radiation
(A < 912 A). The accurate characterization UVB is important for modeling
the thermal and ionization state of the IGM (Becker and Bolton|2013; Becker
et al.|2011; Boera et al.|2014; |Lidz et al|2010), measuring the baryon content
in the IGM (Shull et al.[2012)), and deriving metal abundances in the IGM using
ionization corrections (Carswell et al.|2002; [Peeples et al.[2014; [Shull et al.|2014;
Songailal[2001)). This UVB is contributed by radiation from blackhole accretion
in QSOs and stellar light escaping from galaxies. The stellar contribution to the
UVB depends crucially on the average fraction of ionizing photons escaping the
galaxies known as the escape fraction (fes.). The theoretical modelling of fo
is difficult as it depends on various physical factors such as the galaxy mass,
morphology, composition of the interstellar medium (ISM), spatial distribution
of gas and supernova rates (Cen and Kimm|2015; Ricotti and Shulll 2000; Roy
et al.[2015). One way of constraining fes. is by using measured I'y; (Inoue et al.
2006; Khaire et al.[2016).

We measure I'gr at 2z < 0.45 from a sample of 82 QSO spectra obtained with
HST-COS and hydrodynamical simulations using GADGET-2 post-processed with
CITE and GLASS. For a fair comparison, we mimic the simulated Ly« forest as
close to observations as possible in terms of the SNR, resolution and LSF. The
spectra generated using our method are remarkably similar to the observed spec-
tra. We use three statistics (i.e., flux PDF, flux PS and CDDF) and x? minimiza-
tion using appropriate covariance matrices to compare the observations with the
model predictions. We measured I'y; in four different redshift bins (of Az = 0.1)
centered at z = 0.1125,0.2,0.3,0.4 using constraints from these statistics men-
tioned above. We estimated the associated errors by varying thermal history
parameters, cosmological parameters and continuum fitted to the observed spec-
trum. Due to limited wavelength range covered in the HST-COS spectrum used
in this study, the I'y; measurement for the highest redshift bin (i.e z = 0.4) is
likely to be affected by the contamination of Ly/3 forest absorption from higher-z.
We contaminated our simulated Lya forest at z = 0.4 by Lyf forest from z = 0.6
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and corrected for the effect of Ly/ contamination in our I'y; measurement for
this z bin. The measured I'y; values at redshift bins z = 0.1125,0.2,0.3,0.4 are
0.066 + 0.015, 0.100 £ 0.021, 0.145 4 0.037, 0.210 % 0.052, respectively.

We find that the b parameters of Voigt profile components from simulations
are typically underestimated as compared to observations. This difference can be
rectified by including the Gaussian distributed line width parameter by, (1 = 20
kms~'and ¢ = 10 kms™!) at each pixel in the simulation (Muzahid et al.|2012;
Tripp et al.[2008). The resulting line width distribution from simulations matches
roughly with observed line width distribution, scatter and lower envelope of the
b vs log Ny distribution. However, the CDDF has little effect of additional by,
(< 7 percent) and the I'yy constraints are mildly affected (< 9 percent). On
the other hand if we consider additional heating effect (Viel et al.|2017) for the
excess broadening then the I'y; obtained will be slightly reduced (roughly scale
as T707).

Our final quoted errors in the 'y measurements include possible uncertainties
coming from the statistical uncertainty (~ 14 per cent), cosmic variance (~ 3
per cent), cosmological parameters uncertainty (~ 10 per cent) and continuum
uncertainty (systematic uncertainty ~ 7 per cent). Uncertainty in 'y due to
uncertainty in thermal history parameters, over the range considered here, is
small and within statistical uncertainty. As expected based on UVB models,
even in the small redshift range covered in our study the measured I'g; shows a
rapid evolution with z. We fit the redshift evolution of I';y = I'y;/10712 s71 as
[y = 0.040 £ 0.001 (1 + 2)499%£012 4t 0.075 < z < 0.45. The I'g(z) obtained
here are consistent with the measurement of [Shull et al.| (2015) however our I'yy
measurement at z = 0.1 is factor ~ 2.7 smaller than Kollmeier et al. (2014]).

The I'yr measurement at any z; depends on the emissivities of the ionizing
sources at z > z; and Lyman continuum opacity of the IGM. We considered the
updated emissivities of QSOs and galaxies (with fes. as a free parameter) and two
different H 1 column density distribution as a function of z obtained by Haardt
and Madau| (2012)) and [Inoue et al.| (2014 and obtained I'y; using [Khaire and
Srianand| (2015a)) UVB code. We find that for, both H 1 distributions, our derived
[Chi(z) is consistent with being contributed only by QSOs. This is true even if we

allow for variations in the UV spectral index of QSOs. We also find the maximum
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3o upper limit on fe. at z < 2, allowing for uncertainty in far UV spectral index
and cloud distribution f (N, 2) of Inoue et al.| (2014)), is 0.008. This is consistent
with 30 upper limits on average fes. (i.e < 0.02) obtained by stacking samples of
galaxies probing average galaxy mass M > 10%3M,.

Our measurements suggest that the contribution of low mass galaxies to av-
erage fese Will also be small. Qur study confirms that there is no crisis at low
redshift in accounting for the observed Lyman continuum photons using standard
known luminous astronomical sources as claimed by Kollmeier et al.|(2014)). Thus
our I'yr(2) measurement can in turn be used to place a strong constraint on the
contributions of decaying dark matter to the low-z UVB. For more details we
refer the reader to |Gaikwad et al.| (2017blc).

6.2 Future Outlook

With the rapid advancement in observations and simulations, IGM science is
entering a new phase that will provide new opportunities for other areas of astro-
physics and cosmology to exploit the IGM as a tool for testing models of interest.
The upcoming surveys with ground based telescopes like Thirty Meter Telescopd]
(TMT), Giant Magellan Telescopd] (GMT), Giant Segmented Mirror Telescopd’|
(GSMT), Extremely Large Telescopd] (ELT), Sloan Digital Sky Surveyf] (SDSS)
and space telescope like James Webb Space Telescopeﬂ (JWST), promises to settle

a number of outstanding questions in IGM science such as

(i) Ionization of IGM: The opacity of IGM rapidly increases with redshift
(z > 6) and it becomes difficult to probe the IGM properties with Lya (or

even Lyf) absorption lines. The ongoing and upcoming radio experiments
with Square Kilometer Array[] (SKA), Low-Frequency Arrayﬂ (LOFAR),

Ihttp://www.tmt.sorg
Zhttp://www.gmto.org
3http://www.gsmt.noao.edu
“http://www.eso.org/projects/e-elt/
Shttp://www.sdss.org
Shttp://www.jwst.nasa.gov/
"http://skatelescope.org/
8http://www.lofar.org/
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Murchison Widefield Array[] (MWA), Precision Array for Probing the Epoch
of Reionization?| (PAPER) and Giant Meterwave Radio Telescopd’] (GMRT),
are aiming to detect the redshifted 21cm emission line of hydrogen around
z ~ 6 — 15 which will help to understand the reionization process. Powerful
radio telescopes and interferometers such as SKA should be able to trace
the topology and growth of the ionized regions around the first sources by
mapping the redshifted 21cm emission line of hydrogen in a certain region of
sky (Datta et al.[2016]). However, although these observation will improve
our knowledge of epoch of cosmic reionization, they may not detect the
sources responsible it. Thus our physical understanding of the process will
crucially rely on observations with telescopes like JWST and TMT. JWST
should be able to detect the brightest sources lying within each ionized
bubble (Gardner et al.2006). On the other hand TMT will be able to detect
and study fainter (by an order of magnitude) objects (Skidmore et al.|[2015)

The high resolution and high SNR absorption spectra from the fainter
objects will allow one to study, (i) the properties and influence of earlier
sources on the IGM. (ii) the thermal and ionization state of the IGM during
the epoch of He 11 reionization (2 < z < 4) (iii) the nature of ionizing sources
and intensity of ionizing background during epoch of He 11 reionization and
(iv) interaction of galaxies with environment in the form of outflows or

inflows.

Galaxy-IGM connection: Structure formation models predict the in-
teraction between galaxies and IGM over the cosmic time. The sensitivity
of 30 m class telescopes (Skidmore et al.|2015) allows one to obtain spectra
faint galaxies as background source. Since number density of galaxies is
large, it will be possible to sample the region densely enough in the longi-
tudinal direction to study the absorption systems as a function of impact
parameter from galaxies. The metal line systems frequently seen in QSO
absorption spectra are also suitable for studying the galaxy-IGM interac-

tion. The ionization potential of the species found in typical QSO spectra

"http://www.mvatelescope.org/
Zhttp://eor.berkeley.edu/
3http://gmrt.ncra.tifr.res.in/
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6.2 Future Outlook

(iii)

are quite different e.g., 15 eV for Mg 11, 65 €V for C 1v and 138 eV for O VI.
For a photoionization models (since densities are low collisional ionization is
assumed to be sub-dominant), Mg IT systems traces the IGM gas at T' ~ 10%
K (similar to H 1 gas) on the other hand C 1v and O VI systems are likely
associated with hotter gas at T' ~ 105 — 10° K. Hence metal absorption line
systems are useful to probe the different phases of the IGM. Furthermore
the metal enriched gas in the ISM of galaxies can be ejected into the large-
scale environment by galactic winds, stellar and AGN feedback processes
thereby polluting the IGM. Thus the study of metal lines will also allow one
to quantify the effect of galactic winds and various feedback processes on
IGM (Meiksin [2009).

IGM tomography: With upcoming 30 m class telescopes (Skidmore et al.
2015), it would be possible to obtain spectra from faint QSO and faint galax-
ies as background source. Since number density of galaxies is much more
than QSO, it will also be possible to sample the region densely enough in
the longitudinal direction to study the absorption systems in the global con-
text. This will allow one to construct the 3D H 1 distribution map (known
as IGM tomography) from Ly« forest. The Lya forest tomography will
allow one (i) to study galaxy properties as a function of environment, (ii)
to quantify the IGM overdensities associated with protoclusters (Lee et al.
2016), (iii) to study alignment between galaxy spin and the direction of fil-
aments or sheets which is predicted by galaxy formation models (Krolewski
et al.[2017)) and (iv) to improve the photometric redshifts of the galaxies
(Schmittfull and White |2016)).

Baryon Acoustic Oscillations (BAO): BAO are the oscillations in pri-
mordial plasma before the decoupling of baryons from radiation. The BAO
produces the distinct peak in the correlation function or oscillation pattern
in power spectrum (McDonald and Eisenstein|2007). Till now, galaxies are
used as a tracers for BAO. However, the current measurements of the BAO
with galaxies are restricted to redshifts z < 1. Many dark energy mod-
els usually introduce an early dark energy component to circumvent tuning

problems. Such a component can only be measured by a technique sensitive
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to the expansion history at high redshift. The Lya forest (i) traces mildly
non-linear densities of H 1in the IGM, (ii) covers large redshift path length,
and (iii) traces the dark matter density field on large scales. This makes
Ly« forest a suitable probe for measuring BAO and constraining expansion
history of the universe at high redshift (Busca et al. 2013; McDonald and
Eisenstein 2007 [Slosar et al.[2013)).

Parameter estimation: The free-streaming of neutrinos or presence
of warm dark matter particles in cosmological models results in a scale-
dependent suppression of power spectrum of the total matter distribution
at scales probed by Ly-« forest (Viel et al./[2010)). The effect of neutrinos or
warm dark matter can be quantified by measuring the flux PDF and flux
PS in Ly« forest. The upcoming surveys using instruments like SDSS will
allow one to put tight constraints on the mass of neutrino or warm dark
matter particles. This technique is complementary to the cosmic microwave
background data or other large scale structure probes. Note that the above
effects are degenerate with thermal history parameters Ty and . Hence
one need to probe the large parameter space and marginalize over the nui-
sance parameters 7Ty, 7. The tools developed in this thesis will allow one to

efficiently explore T, — v space.

In order to synchronize with flow of observational data from these surveys,

IGM simulations needs to be efficient, flexible and sufficiently accurate to probe

large parameter space. The tools and techniques developed in this thesis provide a

starting point to efficiently simulate the IGM. With large amount of observational

data together with efficient simulations, the IGM science will continue to flourish

for many years to come.
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